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Abstract 

 Today everyone can clearly see that amount of information on the internet growth rapidly. 

Because of it, people meet with huge problem - to process and get the most important parts from 

them. Thus, there is become a need on its clear and cost-effective summarization. Main goal of 

text summarization is to generate concise and accurate summary from input documents. In recent 

years, text summarization become one of the most topical subject in tech sphere. Big Tech 

companies like Facebook, Google, and Microsoft understood the importance of automatic 

summarization technologies, and not long ago published their results called BART, PEGASUS 

and ProphetNet respectively. This works showed the best results on various datasets with different 

sizes. The main idea behind this paper is to compare and analyze those models in terms of speed, 

accuracy, accessibility and other characteristics. In the next work, the results of the research are 

planned to be applied on Russian and Kazakh language datasets.  

 Keywords: summarization, BART, PEGASUS, ProphetNet, dataset. 
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Comparative analysis of the three state-of-the-art transformer-based seq2seq abstractive 

summarization models 

 Every day the amount of information on the internet is only growing and it becomes hard 

for human to process such a huge amount of data. Solution for this kind of problem is automatic 

text summarization, which can help to deal with such difficulties and allow identifying key ideas 

from large text easily.  

 In general, there are two approaches of automatic text summarization in NLP: extractive 

and abstractive. In extractive method, a subset of words that the most important in terms of full 

text pull from them, combine and form a summary. On the other hand, abstractive summarization 

approach more like a human did summary. Its implementation is based on advanced deep learning 

techniques, which applied to rephrase and shorten initial document, like human do. It is obvious 

that, in order to develop this kind of summarizer may take a lot of effort, as they would need the 

generation of natural language. This is main reason, why the abstractive summarization is more 

correct and difficult to realize than the extractive one. Recently, three Big Tech companies 

presented their solution of this kind of summarization algorithms: BART (Facebook), PEGASUS 

(Google) and ProphetNet (Microsoft).   

 The paper presents a detail survey of those three summarization techniques and advantages 

and limitation of each method. Description of each method is defined in section 1. Results of the 

experiment is  discussed in section 2. Related works are discussed in section 3. Finally, section 4 

concludes the paper. 
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I. Description of methods 

 BART is a denoising autoencoder, which is trained by corrupting text with a random 

noising function, and learning the model to reconstruct the original text. Actually, BART is based 

on BERT extractive text summarization algorithm and GPT summarizer, which is used for 

generation. As shown on Figure 1, the document is bidirectionally encoded, and then tokens are 

autoregressively predicted.  It gives new state-of-the-art results on different tasks like 

summarization, abstractive dialogue or question answering [1]. 

 

Figure 1. A scheme about how BART works 

 PEGASUS hides important sentences from an input document and similar to extractive 

summary, generate output sequence out of the remaining sentences. As shown on Figure 1, 

architecture of PEGASUS is based on Transformer-based encoder-decoder. It shows state-of-the-

art results on all 12 datasets, which were used in official paper. Moreover, it achieves good results 

with only 1000 examples by showing state-of-the-art results on 6 datasets [2]. 
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Figure 2. Standard Transformer encoder-decoder is the base architecture of PEGASUS 

 ProphetNet predicts the next n tokens at the same time based on previous context tokens at 

every time step. As shown in Figure 3, some token spans of the original text are masked out as the 

encoder input, and the model learns to recover those masked tokens. It achieves state-of-the-art 

results on CNN/DailyMail, Gigaword and SQuAD datasets compared to other models, which use 

the same scale pre-training corpus (16 GB and 160 GB) [3].  

 

Figure 3. The architecture of ProphetNet 
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II. Results of the experiment 

 All experiments were done in Google Colab environment with using GPU of 12.69 

GB. In order to compare three methods were used Hugging Face transformers, which is 

provide API to quickly install and use models on selected texts. 

 As a test dataset were used CNN/Daily Mail Dataset, which is English language dataset 

containing more than 300k news articles written by journalists from CNN and the Daily Mail. 

However, this experiment was limited with 30 examples, due to the computational power.  

 For evaluation of summarization methods were used Rouge metric, which is stands for 

Recall-Oriented Understudy for Gisting Evaluation. Moreover, for each model were counted 

computation time during the summarization process.  Table 1 show the results of each method 

tested on CNN/Daily Mail Dataset. PEGASUS provide the highest rouge scores among all 

methods. However, to summarize it needs 3 times more seconds than other two. 

 

Table 1. Average score of rouge measures on 30 examples of CNN/Daily Mail Dataset and time 

spent during summarization 

Model Rouge-1 Rouge-2 Rouge-L Time (seconds)

PEGASUS 0.34 0.14 0.24 3352

BART 0.24  0.12  0.22 1516

ProphetNet 0.28 0.1 0.20 1004
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Figure 4. Results of each method 

Results showed that all methods give approximately same results. However, bart uses more words 

to summarize article than other two. 

III. Related works 

 During the research were found only two works related to text summarization for Russian 

and Kazakh languages. In 2020, Russian researchers published their work, where they presented 

the first dataset for summarization of Russian news – Gazeta. Moreover, they adapted the mBART 

model for text summarization of text on Russian language [4].  In 2019 researchers from 

Nazarbayev University published work named «Kazakh text summarization using fuzzy logic». In 

this work, they collected data from the different internet resources in the Kazakh language, and 

based on fuzzy logic made an automatic text summarization method [5]. 

IV. Conclusion 

 Finally, I found that there is no abstractive text summarization algorithms for russian and 

kazakh texts. One of the reason is that abstractive text summarization method is hard to realize. 

However, big Tech companies already created such a methods for english texts. During the 
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comparison of those methods, I noticed that PEGASUS showed better rouge score results, and 

according to paper achieved state-of-the-art results with only 1000 examples, which is 

conveniently for my further work. In the future, PEGASUS method is planned to be implemented 

for Kazakh and Russian languages in order to achieve state-of-the-art results in those languages.    
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