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COMPUTER VISION IN E-LEARNING: ENSURING EXAM
INTEGRITY AND LESSON ENGAGEMENT

Abstract. In today's rapidly evolving online education landscape,
maintaining the integrity of examinations and ensuring active student
engagement is of utmost importance. Global events like the pandemic have
spotlighted the urgent need for strong safeguards for online learning platforms.
This paper addresses the escalating challenge of academic dishonesty in online
exams by proposing an innovative real-time face counting and identity
verification system. This research focuses on the development and
implementation of a system that leverages Python-based facial recognition tools
and cutting-edge computational techniques to accurately detect, count, and
verify faces in real-time video streams. By utilizing the OpenCV and face
recognition libraries, the system not only ensures that only authorized
individuals are present during online exams but also monitors their attention
levels, contributing to the enhancement of exam integrity. Through
comprehensive testing, this paper demonstrates the system's high accuracy and
swift processing, establishing it as a promising solution for real-time monitoring
in online examinations and virtual meetings.

Keywords: Facial Recognition, Face Counting, Online Proctoring, E-
Learning, Real-Time Video Analysis, Exam Integrity, Convolutional Neural
Networks (CNN).

I. Introduction

In educational and professional settings, maintaining exam integrity and
lesson engagement is essential. Any exam can contain possibilities for cheating
and e-learning is not an exception. According to a survey in [1], online exam
cheating was self-reported by a substantial (44.7%) of students in total. Before
the COVID-19 pandemic, 29.9% of students reported cheating, but during the
pandemic, the percentage increased to 54.7%.

The integrity of online examinations is more than just an academic
concern; it underpins the credibility of entire educational institutions.
Widespread cheating in online settings can devalue digital certifications and it's
essential to combine conventional cheating detection methods with modern
digital monitoring and verification techniques to ensure the integrity of
assessments in online examinations [2].
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As online education surges in all parts of the world, especially post-
global shifts like the COVID-19 pandemic and it’s here to stay, ensuring
authentic assessment becomes essential. Thus, exploring technological
solutions, such as real-time focus tracking, is vital to preserving the reputation
and efficacy of digital learning platforms.

The research problem concerns the increasing need for effective methods
to guarantee the honesty of participants in online exams. Traditional surveillance
methods require intensive labor, are potentially intrusive, and are not scalable.
An automated real-time solution using video streams could address this
challenge.

However, implementing such a solution is not without its challenges.
Above all, accurately detecting and analyzing objects in real time through video
requires advanced computational techniques [3]. This involves counting and
identifying the number of faces in the video frame and detecting someone’s
focus through slight changes in their eyes and face. This functionality is essential
in online exams to verify that only authorized individuals are present and to
monitor their attention levels. Furthermore, algorithms that can detect small
changes in the ocular and facial features will be required in order to follow a
person's focus. For the online exam or meeting to run smoothly, these algorithms
must be both accurate and efficient in order to avoid any lag or delay.

In this work, we try to answer the following questions:

e How can Python-based facial recognition tools be effectively utilized to
design a system for real-time face counting and identity verification in online
exams?

e What are the practical challenges and effectiveness of using these tools for
accurate real-time face counting and verification in varied examination
settings?

The aim of this research is to develop a system for efficient face counting
and identity verification in real-time video streams, enhancing the integrity and
effectiveness of online exams and virtual meetings and ensuring accuracy and
compatibility across various platforms.

Obijectives of the research are:

1. Develop and Test a Face Counting and Verification System: Create a
prototype focusing on real-time face counting and identity verification in
video streams. This system will utilize Python's face recognition library for
its implementation.

2. Optimize Algorithms for Real-Time Processing: Fine-tune the algorithms for
face counting and verification to ensure they are accurate and efficient in real
time, focusing on minimizing response times and handling potential delays.

3. Evaluate in Controlled Scenarios: Test the system's effectiveness in simulated
online exam environments. This includes assessing its reliability and the
accuracy of face counting and verification functionalities.
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Il. Literature review

The transformation of education in the 21st century has shifted learning
from classrooms to online platforms. While early instances of computer-assisted
education date back to the 1960s with the University of Illinois using
interconnected terminals, the real surge in e-learning began in the 1980s. The
University of Toronto introduced the first online course in 1984, and by 1989,
the University of Phoenix launched the first all-online academic institution,
starting the modern era of e-learning [4]. As technology continued to evolve and
global connectivity became more pervasive, the importance and reliance on
online modes of communication and examination grew exponentially [5].
Today, they are integral to the educational landscape, enabling greater
accessibility, flexibility, and opportunities for learners worldwide.

While traditional methods presented limitations, the advancement of
technology introduced new opportunities for exam monitoring in online spaces.
Early implementations banked on basic motion detection or rudimentary screen
activity analysis. However, as the technology matured, more sophisticated
solutions arose that utilized a blend of facial recognition, eye-tracking, and
behavioral patterns to assess engagement [6]. These systems not only offered a
higher accuracy in detecting distractions but also ensured real-time feedback,
making it feasible to prompt users immediately [7].

The integration of facial recognition and eye tracking has revolutionized
focus detection in online platforms. Facial metrics are powerful indicators of
attention, supported by numerous studies [8]. Similarly, eye movements -
saccades, fixations, and blink rates—offer insights into a learner's engagement.
For instance, increased blink rates may hint at dwindling focus or fatigue.
Together, these metrics provide a comprehensive view of focus, shaping the
future of attentive online learning.

Yet, the true potential of these metrics is realized when paired with
advanced computational methods. In recent years, machine learning (ML),
particularly image processing algorithms, has taken center stage in refining and
enhancing attention tracking. By training on prepared datasets, ML models can
discern patterns and correctly implement drowsiness, head pose, and emotion
detectors [9]. The integration of ML enhances the precision of focus detection
by adapting to individual learning behaviors. By analyzing vast amounts of data,
ML models can identify unique engagement patterns. In [10], the authors
concluded that using SVM behaved best and showed an accuracy of 76.4% in
classifying student engagement. Sample images are displayed in Figure 1.
However, like any evolving technology, the use of ML in attention tracking has
had its successes and challenges, which have been explored in the study [11].
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Figure 1. Sample photos from the dataset (first line: “Engaged”; second

line: “Not Engaged”)

Despite the remarkable advancements in attention tracking, there remain
pressing challenges. One of the most significant is the data privacy and ethical
concerns. The collection and analysis of facial and eye movement data raise
questions about how this information is stored, shared, and utilized, potentially
leading to data misuse.

111. Methodology

In this section, we will provide how the dataset will be acquired, the
overall design process, and implementation using the Python language.

A quantitative research approach will be employed to evaluate the
accuracy of face counting and the rate of face verification. Video data will be
sourced from high-resolution web cameras. Each video will be approximately
30 minutes long at 30 frames per second, and examining a frame once in 5
seconds would give a total of about 500 frames per exam.

For the purpose of face detection and counting, we will utilize the
OpenCV library coupled with the Python face_recognition library. These
libraries provide access to robust methods for real-time face detection. OpenCV
will handle frame extraction and initial image processing, while
face_recognition will perform the actual face detection and counting within each
frame.

Post-face detection, the face recognition library, which uses
Convolutional Neural Networks (CNNs), will facilitate the face verification
process. We will leverage the library's built-in models, which are pre-trained on
large datasets, to compare detected faces against a database of pre-registered
student faces.

A. Design process.

The process starts with a student uploading his/her picture to the system
prior to the examination start. The system will use a webcam during the
examination process to capture the student and this video stream will be fed to
our system. The overall verification system can be seen in Figure 2.
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B. Implementation

The system starts operating from frame capture, implemented using the
OpenCV library. A Python script initiates access to the webcam feed, capturing
frames at a rate that balances the need for real-time analysis with computational
efficiency. The frames are captured at a resolution that ensures clear visibility of
the examinee's face while considering bandwidth constraints, which may be a
concern in various network conditions.

Upon frame extraction, the system uses the face_recognition library to
detect the presence and count of faces within each frame. Utilizing the library's
default CNN-based model, the code counts the number of faces, storing the data
for each frame in a time-stamped log.

For frames where exactly one face is detected, the system proceeds with
the wverification algorithm. The captured face is encoded into a set of
measurements and compared against the encoded representations of pre-
registered student faces. A match threshold is defined to ensure accuracy while
minimizing false negatives.

If the face count exceeds one or the verification process fails, the system
triggers an alert. The alert mechanism logs the event and, if configured, notifies
the exam supervisor. This can be integrated with the institution's examination
management system for real-time alerting.

IV. Simulation Results

The testing phase of our facial recognition system was conducted
primarily using static images, as opposed to live webcam feeds of real students.
The static images were taken from the ORL dataset, and combinations were
made to test the face counting. Each image is in grayscale and has dimensions
of 92x112.

In Table 1, a small sample of calculations are indicated. It shows that the
faces locating feature of face_recognition was able to correctly count the faces
in the images and also identify when there is no face in the frame. In total, out
of 400 images, 100 different combinations were made, and, in all cases, the
correct number of faces was found.
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Table 1. Examples of face count results

No Image Result
1 3)
2 2
3 1
4 0

The facial recognition system was tested with 50 different images of 10 different
people (Table 2) featuring subjects under various conditions, such as closed eyes,
lateral glances, and wearing glasses. The system successfully verified the
subject's identity in all cases, demonstrating a high level of accuracy.

Table 2. Examples of face verification results

No | Frame image [ Student image | Verification | Result

1 Verified Correct
| _!l'

2 pr— Verified Correct

3 ‘ Not verified | Correct
:.‘Ai;

4 Verified Correct
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Table 3. Accuracy and time of experiments.

Experiment Number of Images Execution Time (s) | Accuracy (%)
Face Count 100 0.041 100

Face 50 0.043 100
Verification

The implementation and testing of the proposed face verification and
face counting system have yielded promising results, demonstrating 100%
accuracy in both functionalities. The average runtime for each process is
approximately 0.04 seconds, underscoring the system’s potential for real-time
applications, particularly in online exam proctoring (see Table 3). The quick
processing time and high accuracy position the system as a viable solution for
real-time monitoring without causing significant disruptions or delays in the
exam process.

The foremost area for future research will be to rigorously test and
enhance the scalability of our face verification and face counting system. Given
its potential application in large-scale online examinations, it is crucial to ensure
that our system can efficiently handle the load of multiple users simultaneously
without any degradation in performance or accuracy. This will involve exploring
advanced computational techniques, such as cloud computing resources and
algorithm optimization for parallel processing, to support many concurrent
exams. Ensuring scalability will address a significant bottleneck for deploying
such systems in real-world settings and is essential for maintaining the integrity
and smooth operation of online examinations at scale.

V1. Conclusions

This work represents the contribution to the important task of preserving
exam integrity and promoting active engagement within the field of online
education. With the help of advanced computational approaches and Python-
based facial recognition tools, a real-time face counting, and identity verification
system has been developed that shows promise in solving these problems. By
accurately detecting, counting, and verifying faces in real-time video streams,
this system offers a powerful tool to ensure the credibility and efficacy of digital
learning platforms. Our study lays the foundation for a comprehensive approach
to maintaining exam integrity while monitoring participant attention levels,
making it adaptable to diverse educational settings. The primary direction for
future research will be centered on conducting a scalability assessment to ensure
our system can robustly handle the demands of large-scale online examinations.
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Mainly, this work contributes to the ongoing efforts to protect the integrity of
online education, by using technology to raise academic honesty and enhance
the value of digital certifications, ultimately benefiting educators and learners in
the digital age.
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IJIEKTPOHABIK OKBITY IAF'bl KOMIIBIOTEPJIIK KOPY:
EMTUXAHHBIH TYTACTBIFBIH ’/KOHE CABAKKA KATBICY bl
KAMTAMACBI3 ETY.

Annparna. Kazipri onnaiin OutiM O6epyaiH KapKbIHIBI JAMBIN KeJe JKaTKaH
KE3€HIH/Ie eMTHUXaHAapAaFbl TYTACTHIKTHI CaKTay ’KOHE CTYIEHTTEpI1H OeceH/ 1
KAaTBICYbIH KaMTaMachl3 €Ty oTe MaHbI3Abl. [laHmemus CHSKTHI >kahaHIbIK
OKWFaJlap OHJAMH OKbITy MiIaTdopMaiapbl YIIIH MBIKTHl  Kayilnci3aik
1iapajapblHbIH HIVFBIT KaXKETTUIINHE Hazap aynapTThl. byn Mmakaiga HakThl
YaKbITTaFrbl OCTTEP/I1 CaHAy KoHE OCT-ONMETIH KyaIaHIbIPAaThIH MHHOBAIIUSITBIK
KYWEHI  YChbIHA  OTBIPBIN, OHJAWH  eMTHXaHJapJarbl  aKaJeMHSUIBIK
OIETCI3IIKTIH KYIICIOIH KapacThlpasl. by 3epTTey HaKThl yaKbITTarbl OeiiHe
arpIMJIaphIHIAa OCTTEp/l /0N aHBIKTAy, CaHay JXoHe Tekcepy yimiH Python
HETI31HJIer1 OeT-oNIeTTI TaHy KYpPaJlJapblH XOHE aJJIBIHFBI KaTapibl €CENTey
omiCTepiH TalgamaHaTBIH JKYHEHI o3IpJieyre J>KOHE EHTI3yre OarbITTajFaH.
OpenCV xoHe OeT-onmeTTi TaHy KiTalmXaHajJapblH KOJJIAaHY apKbUIBI JKyHe
OHJIAMH EeMTHUXaHJap Ke31HAe TEeK YOKUIETTI TYJIFajJapAblH KaThICYbIH
KaMTaMachl3 €Til KaHa KOMMaiiibl, COHBIMEH KaTap €eMTHUXaHAaFbl TYTACThIKTHI
KaKcapTyFa yJiec Koca OThIPBII, OJap/IbIH 3€iiiH neHreiin 6axkpinaiiapl. Kemenni
TECTUIeY apKbLIbI OYJI MaKala )KYHEHIH JKOFaphbl JJIIITT MEH JKbLIIaM OHISTYIH
KepceTe/li, OHbl OHJIAWH eMTHXaHAap MEH BUPTYabl KHHAJbICTAp/a HAKTHI
yaKbITTaFrbl OaKpLIay YIIIH MEPCIIEKTUBTI IIEIIM PETIH/E YChIHABI.

Tyiiin ce3nep: ber-onmerti Tany, OeTTi caHay, OHJIAWH-NIPOKTOPHHT,
AIIEKTPOH/IBI OKBITY, HAKTHl YaKbITTarbl OCilHEe Tajjay, eMTUXaH TYTaCTBIFBI,
KOHBOJTIOITMOH,IbI HEHPOHIBIK keiaep (CNN).
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KOMIIBIOTEPHOE 3PEHHUE B QJIEKTPOHHOM OBYYEHUMN:
OBECIIEYEHME NEJOCTHOCTHU 3K3AMEHOB U
BOBJIEYEHHOCTH B YPOKM.
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AHHOTauus. B ceropnsimHeM OBICTPO pa3BUBAIOIIEMCS MHUpPE OHJIAWH-
o0Opa3oBaHusi TMOJJIEpKAHUE IIEIOCTHOCTH OJK3aMEHOB M olecrieueHue
aKTHUBHOTO Y4acTHUs CTYJICHTOB UMEIOT IIEPBOCTETIEHHOE 3HaYeHue. [ To6anpHbIe
COOBITHS, TakWe Kak MaHJIEMHs, TPHUBICKIM BHUMAaHHE K OCTpOH
HEOOXOIMMOCTH B HAJICKHBIX TapaHTUAX IS TIATPOPM OHJAH-00yueHus. B
9TOM cTaTh€ paccMaTpuUBaeTCs pacTymias mpoOiemMa axaJeMUYecKou
HEYECTHOCTH Ha OHJIAMH-IK3aMEHax, Mpeisiaras MHHOBALMOHHYIO CUCTEMY
[oJicYeTa JIUL ¥ POBEPKH JIMYHOCTH B peaIbHOM BPEMEHH. DTO UCCIIEIOBAHNE
COCpPEZOTOUEHO Ha pa3pabOTKE M BHEJIPEHUU CUCTEMBI, KOTOpas MCIOJb3yeT
MHCTPYMEHTBI pAacIO3HaBaHWS JIMI[ Ha OCHOBe Python wu mnepemossie
BBIYMCIUTENIbHBIE METObI JJIi TOUHOTO OOHApY)KEHUs, MOJCYETa U MPOBEPKU
JIMII B BUICOTIOTOKAX B pealbHOM BpeMeHH. Mcnonb3ys oubmmorekn OpenCV u
pacrno3HaBaHUs JIML, CUCTEMa HE TOJIbKO TapaHTHPYeT MPUCYTCTBUE BO BpPEMsI
OHJIafH-?K3aMEHOB TOJIBKO YMOJHOMOYEHHBIX JIMI, HO TaKXe KOHTPOJUPYET
YpOBEHb WX BHHUMAaHMsS, CIOCOOCTBYS IOBBIIIEHHUIO YECTHOCTH H3K3aMeHa.
brnaronapss BceCTOpPOHHEMY TECTUPOBAHHUIO 3TOT JOKYMEHT JAEMOHCTPUPYET
BBICOKYIO TOYHOCTb U CKOPOCTb OOpaOOTKH JTaHHBIX CHUCTEMBI, YTO JIENaeT ee
MHOTOOOEIIAIOIIUM PELIEHUEM JUIsi MOHUTOPUHTa B peajbHOM BpPEMEHH Ha
OHJIafH-3K3aMEeHaX U BUPTYAJIbHBIX COOpaHUSX.

KuaroueBble cioBa: paco3HaBaHuE JIMI, TIOJCYET JIMI, OHJIAWH-
IIPOKTOPUHT, 3JIEKTPOHHOE OOy4eHHUe, aHaJIW3 BUAEO B PEATbHOM BPEMEHH,
IIEJIOCTHOCTD dK3aMeHa, cBepTouHbie HelipoHHbie ceTr (CNN).
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