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Abstract: Handwritten Text Recognition (HTR) plays a crucial role in
transforming historical and contemporary handwritten documents into digital
formats, facilitating easier access, searchability, and analysis. The SVTR model,
known for its state-of-the-art performance in scene text recognition (STR),
stands out for its minimal resource use, and quick inference time. In this study,
we apply the SVTR model to the Kazakh Offline Handwritten Text Dataset
(KOHTD) to assess its capability in handwritten text recognition. Achieving a
Character Error Rate (CER) of 4.59% and a Word Error Rate (WER) of 20%,
our research establishes new accuracy benchmarks for the KOHTD. The findings
underscore the SVTR model's high effectiveness in recognizing handwritten
text.

Keywords: optical character recognition, handwritten text recognition,
deep learning, KOHTD, SVTR

1. Introduction

The advancement of optical character recognition (OCR) technology has
played a crucial role in facilitating the conversion of analog to digital
information, especially when handling handwritten writings. Despite significant
advancements, recognizing texts in less common languages, such as Kazakh,
poses unique challenges due to limited datasets, language-specific
characteristics, and lack of research. This study introduces a novel application
of the SVTR model in the KOHTD [1] to address these challenges. By exploring
this innovative approach, our research aims to push the boundaries of
handwritten text recognition accuracy and efficiency, setting new standards for
the KOHTD dataset.

1.1 Literature review
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For offline handwritten text recognition, Convolutional Recurrent Neural
Network (CRNN) models have been widely used due to their ability to process
variable-length sequences and their effectiveness in learning spatial hierarchies
of features [2]. These models combine convolutional layers for feature extraction
with recurrent layers to model sequence dependencies, showing competitive
accuracy on standard datasets.

Gated-CNN models, represented by the work on HTR-Flor and HTR-
Flor++, offer an alternative to CRNNSs by incorporating gated convolutional
layers. These models achieve significant improvements over traditional CRNNs
in recognition accuracy and computational efficiency, especially on datasets like
IAM, demonstrating the potential of Gated-CNNs for offline HTR tasks [3].

The SVTR model revolutionizes scene text recognition by utilizing a
Transformer-based architecture to streamline the recognition process,
eliminating the need for sequential modeling and complex preprocessing. This
method simplifies recognition by breaking down image text into character
components and applying a hierarchical approach of component-level mixing,
merging, and combining. Progressive overlapping patch embedding enhances
feature extraction, while global and local mixing blocks provide a detailed
analysis of character components, optimizing for accuracy and computational
efficiency [4].

SVTR distinguishes itself with its architectural variants tailored for
different computational needs, including SVTR-T (Tiny), SVTR-S (Small),
SVTR-B (Base), and SVTR-L (Large). Among these, SVTR-L (Large) stands
out for its highly competitive accuracy in English and its superior performance
over existing methods in Chinese recognition tasks, coupled with faster
processing speeds. On the other end, SVTR-T (Tiny) presents an effective,
significantly smaller alternative that offers appealing speed at inference,
demonstrating the model's versatility and efficiency across different scales of
operation. This blend of high accuracy, speed, and flexibility underscores
SVTR's potential to set a new standard in scene text recognition [13].

KOHTD is a large dataset created for research on handwritten text
recognition in Kazakhstan. It includes about 922,010 symbols, over 140,335 split
images, and 3,000 handwritten test papers. By offering a wealth of resources that
encompass a range of common text recognition techniques for word and line
recognition, including CTC-based and attention-based techniques, the dataset
seeks to support research in HTR tasks [1].

ResNet50+Transformer model was trained using the KOHTD and HKR
databases for recognizing handwritten characters in the Kazakh language. The
study found that the KOHTD database produced results with a CER of 9.46%
and a WER of 20.18%, showcasing its utility in HTR research [5].

Another resource that offers a collection of forms with roughly 95%
Russian and 5% Kazakh words/sentences for offline handwriting recognition is
HKR for Handwritten Kazakh & Russian Database. With more than 1400 filled-
out forms, almost 63000 words, and more than 715699 symbols, it provides
researchers studying handwriting recognition with an extra dataset [6].
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Employing the KOHTD in conjunction with the HKR database, the
SimpleHTR [10] model was trained for the recognition of handwritten Kazakh
characters [9]. The investigation produced state-of-the-art outcomes,
demonstrating a notably low CER of 2.45% and a WER of 11.09%.

2. Main part
2.1 Framework and Model Selection

PaddleOCR is a comprehensive open-source OCR library developed by
Baidu, designed to provide an all-in-one solution for text detection and
recognition in images [7]. The framework integrates state-of-the-art algorithms
for text detection, such as DB (Differentiable Binarization) [15] and EAST [14],
with advanced text recognition models including SVTR.

SVTR (Scene Text Recognition with a Single Visual Model) represents
a novel approach in the OCR domain, specifically designed to address the
challenges of scene text recognition. Unlike traditional models that rely heavily
on complex preprocessing steps and multiple components to detect and
recognize text, SVTR utilizes a unified visual model based on the Transformer
architecture, which excels at capturing the intricate dependencies in visual data.
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Figure 1. SVTR architecture [4]

The "Tiny" variant of the SVTR model, chosen for this project, is a
lightweight version tailored for environments with limited computational
resources or for applications requiring fast inference times without
compromising accuracy. This makes SVTR-Tiny an ideal choice for the Kazakh
Offline Handwritten Text Dataset, as it combines the efficiency and scalability
needed for handwritten text recognition tasks.

Models | [Do, D1, Da] | [L1, Lo, Ly] | Heads | D3 | Permutation | Params (M) FLOPs (G)

SVIR-T | [64.128,256] [3.6.3] 24.8] | 192 | [L]s[Gle 4.15 0.29
SVTR-S | [96,192,256] [3.6.6] (3.6.8] | 192 | [L]s[G]7 8.45 0.63
SVTR-B | [128256.384] | [3.69] | [4.8,12] | 256 | [L]s[G]wo 22.66 3.55
SVIR-L | [192256,512] | [3.99] | [6.8.16] | 384 | [L]10[G]1s 38.81 6.07

Table 1. Architecture specifications of SVTR variants [4]
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2.2 Dataset

The dataset used in this study is the KOHTD, which is made up of
samples of handwritten Kazakh text. Using the original distribution supplied by
KOHTD, this dataset is randomly split into 70% training, 15% validation, and
15% test sets. This division makes it possible to conduct a thorough training
procedure and a thorough assessment of how the model performs in comparison
to the original version.

2.3 Data Analysis

In the course of our research, we conducted an Exploratory Data Analysis
(EDA) on the KOHTD dataset. This EDA served as a foundational element for
our study, enabling us to fine-tune the hyperparameters of the SVTR model by
following official recommendations [8]. The initial dataset contained a total of
140,355 images; however, we excluded 11 images with distorted labels (those
containing the newline character '\n'), to parse the dataset using the PaddleOCR
framework.

The EDA provided us with valuable statistics, which are summarized in
Table 1 below. These descriptive statistics encompass several dimensions: the
number of characters per image, image height (px), image width (px), and the
aspect ratio (height/width) of each image.

The histogram of text lengths reveals a skewed distribution, with the
majority of the text lengths falling below 10 characters. This suggests that shorter
texts are more prevalent in the dataset. A significant drop is observed as the text
length increases, indicating that longer sequences of characters are less common.

Distribution of text lengths
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The distribution of image heights is highly concentrated at the lower end
of the scale, showing a steep decline as the height increases. This indicates that
most images are relatively short in height, with very few images possessing
extreme height values.
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Distribution of image heights

50000 4

40000 +

30000 4

Number of samples

20000 4

10000 4

T T T T T T T
0 250 500 750 1000 1250 1500 1750
Image height

An analysis of image widths demonstrates a peak at the lower end,
followed by a gradual tailing off, which signifies that while a wide range of
image widths is present, the dataset predominantly consists of images with
narrower widths.

Distribution of image ratios
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The image aspect ratios exhibit a steep peak at lower values, suggesting
that most images have a similar, narrower aspect ratio. There is a long tail,
however, extending towards higher ratios, which denotes that there are still a
considerable number of images with more elongated shapes.

2.4 Training Process

The training was conducted on an RTX-3060 GPU with 6 GB of memory
using CUDA. The SVTR-Tiny model was trained using the PaddleOCR
framework. The training process involved several steps, including pre-
processing of the dataset to match the PaddleOCR framework format. Setting
appropriate hyperparameters, and iteratively training the model to minimize the
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CER and WER. The primary objective was to enhance the model's ability to
accurately recognize handwritten text in the Kazakh language.

We have trained 100 epochs. The optimizer of choice was Adam, with
betal and beta2 set to 0.9 and 0.999, respectively. The learning rate was managed
by a Cosine scheduler starting at 0.0001 with a warm-up period of one epoch,
and regularization was applied via L2 regularization with a factor of 3.0e-05.

For the architecture, we adopted the recognition model type with the
SVTR algorithm, utilizing a MobileNetV1Enhance backbone with a scale of 0.5
and average pooling as the last pool type. The head configuration comprised a
MultiHead arrangement with both CTCHead and SARHead components. The
loss function was a composite MultiLoss, incorporating both CTCLoss and
SARLoss components.

2.5 Evaluation Metrics

To assess the effectiveness of the SVTR-Tiny model applied to the
KOHTD dataset, we utilized two main evaluation metrics: Character Error Rate
(CER) and Word Error Rate (WER).

One popular statistic for assessing the effectiveness of optical character
recognition and speech recognition systems is the CER. The total number of
character-level errors divided by the total number of characters in the reference
is how it is defined. Character-level mistakes are divided into three categories:
deletions (D), insertions (1), and substitutions (S). The following is the formula
to calculate CER:

S+1+D
N

where N is the reference text's total character count.

CER =

In a similar vein, speech recognition systems' word-level performance is
assessed using the WER. It is the ratio of word mistakes to total words in the
source. Additions, deletions, and substitutions are also considered word
mistakes. The WER can be written as follows:

WER =
Ny

In this formula, Sw, fw, and D., correspond to the number of words in the
reference, and reflect the number of word swaps, insertions, and deletions,
respectively. However, as most photos only contain one word, we evaluated
WER as the number of erroneously identified images divided by the total number
of images.

2.6 Results
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The SVTR-T model showcased impressive results in recognizing
handwritten text, achieving a CER of 4.59% and a WER of 20.00%. This
performance positions the SVTR-T as a formidable option, surpassing several
other evaluated models in accuracy and effectiveness for handwritten Kazakh
text recognition. The compared models include Flor, Puigcerver, Abdallah,
Bluche, and ResNet50+Transformer, with the SVTR-T demonstrating superior
capabilities.

Model CER | WER | Train size | Val size | Test size
Flor [1] 6.52% | 24.52% 70% 15% 15%
Puigcerver [1] 8.01% | 26.34% 70% 15% 15%
Abdallah [1] 8.22% | 22.60% 70% 15% 15%
Bluche [1] 8.36% | 28.95% 70% 15% 15%
ResNet50+Transformer [5] | 9.46% | 20.18% 93% 5.5% 1.33%
SimpleHTR [9] 2.45% | 11.09% 70% 15% 15%
SimpleHTR (ours) 9.72% | 36.09% 70% 15% 15%
SVTR-T (ours) 4.59% | 20.00% 70% 15% 15%

Table 3: Recognition Error Rates by Model

Notably, the SimpleHTR model [9] was an exception, outperforming
others with a lower CER of 2.45% and a WER of 11.09%. These results,
however, were challenging to replicate in our experiments. Despite our efforts
to reproduce the SimpleHTR's state-of-the-art results using the same training,
validation, and testing sizes, our replication attempts resulted in significantly
higher error rates, with a CER of 9.72% and a WER of 36.09%. Table 3 presents
a comprehensive comparison, including our attempts to replicate the SimpleHTR
model.

3. Conclusion

In this study, we explored the application of the SVTR-Tiny model
within the PaddleOCR framework for the KOHTD, aiming to improve OCR
technologies for Kazakh text. The results indicate progress in handwritten text
recognition, especially for languages like Kazakh that have not been extensively
studied in OCR research. Our efforts to replicate the findings of previous studies,
particularly the SimpleHTR model's lower error rates, faced challenges, leading
to higher error rates in our attempts. However, the performance of the SVTR-
Tiny model, designed for environments with limited computational resources,
demonstrates the capability of transformer-based models in HTR problems and
holds promise for the KOHTD.

To further enhance the results demonstrated by the SVTR-T model in
handwritten text recognition, exploring larger variants of the SVTR model
presents a promising direction [4]. Larger models, such as SVTR-Small, SVTR-
Base, and SVTR-Large, with increased computational capacities and more
complex architectures, have the potential to significantly improve the CER and
WER by capturing more nuanced features of handwritten text. Additionally,
future efforts could focus on optimizing model parameters, exploring advanced
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training techniques, and increasing dataset diversity to address underrepresented
languages more effectively.
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KA3AKIIA KOJIJKA3EA MOTIHIH TAHYFA APHAJIFAH SVTR
MOJIEJII

Annarna. Komkasba morinin tany (HTR) komka3ba Tapuxu »xKoHe
Ka3ipri 3aMaHfbl KYKarTapasl CaHABIK (opMarTapra TypieHIIpyne,
KOJDKETIMIUTIKTI, 13/1ey/1 KOHE Tal1ay bl )KeHUTACTYAe eIyl peJ aTKapaibl.
Kepinic motinin Tanynarel (STR) eH 3amanayu eHiMitiriMex TansiMai SVTR
MoOJIeJIi pecypCThl MUHUMAIIIBI TTaliJallaHybIMEH JKOHE OHJIEY KbIIIaM/ IbIFbIMEH
epekieneHeni. by zeprreyze 613 Kokaz0a MOTIHIH TaHY MYMKIH/ITH Oaranay
ymia SVTR monenin Kazakina oduiaifH Kokaz0a MOTIHIIK AepeKTep KUbIHbIHA
(KOHTD) konnanamei3. 4,59% tan0a katemnirinig xxpiinamasirbina (CER) sxone
20% ce3 kareciniH skpiimamasirbiHa (WER) Kom JkeTki3y apKbuibl Oi31iH
3eprreyimiz KOHTD yurina nonaikTiH xkaHa kepceTkimrepin oenrineiimi. bizmin
3eprreyiMiz SVTR mopneniHiH KOJIMEH jKa3bUIFaH MOTIHJI TaHYAarbl KOFapbl
THIMJIUTITIH KOpCeTel.

Tyiiin ce3aep: onTukanblK TaHy, Koika3oanel Tany, KOHTD, tepex
OKBITY, HeHpoHBIK xenitep, KOHTD, SVTR
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MOJEJIb SVTR JJISI PACIIO3HABAHMUSA KA3AXCKOI'O
PYKOIIUCHOI'O TEKCTA

AnHoTanusi. PacnosnaBanume pykonucHoro Ttekcrta (HTR) wrpaer
pelaloIlyl0  poidb B IpeoOpa3oBaHUM HUCTOPUYECKMX M  COBPEMEHHBIX
PYKOIUCHBIX JOKYMEHTOB B IM(poBbIe Qopmarel, o0ierdas IOCTYII,
BO3MOYKHOCTh MOUCKa 1 aHanu3a. Monens SVTR, n3BecTHas CBOCi COBpeMEHHOM
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MPOU3BOJUTEILHOCTRIO B PACIO3HABAHMU TEKCTa  CIEHBL, OTIHYACTCS
MUHUMAaJIBHBIM HUCIIOJIB30BaHUEM PECYPCOB U OBICTPBIM BpeMeHeM oTpaboTku. B
TOM HCCIEAOBaHUM MBI TpuMeHseM Mojnenb SVTR k kazaxckomy Habopy
naHHbIX pykorucHoro tekcta (KOHTD), uToObl OLleHHTh €ro BO3MOXKHOCTH B
pacro3HaBaHUM PYKOIMUCHOTO TeKCTa. JlocTHrHyB Kodd¢uimeHTa OmmOOK B
cumBoinax (CER) 4,59% u kosddunuenta omubok B ciosax (WER) 20%, name
UCCIICIOBAaHNE YCTAHABIMBAE€T HOBBIE CTaHAapThl TouHoctH s KOHTD.
Pe3ynpTaThl MOTYEpKUBAIOT BBICOKYIO dddektnBHOCTF Momenn SVTR B
pacro3HaBaHUH PYKOIMCHOTO TEKCTA.

KiloueBble cjloBa: ONTHYECKOE pacloO3HABaHHE, pacClO3HABaHHE
PYKOTIMCHOTO TeKcTa, Tiybokoe ooyuenue, KOHTD, SVTR
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