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A REGION-SPECIFIC APPROACH TO TRAFFIC SIGN
RECOGNITION IN KAZAKHSTAN: A COMPARATIVE STUDY OF
RESNET-101, MOBILENETV2, AND YOLOVS

Abstract. This research addresses the critical need for accurate traffic
sign recognition in Kazakhstan, which is essential for enhancing road safety and
developing advanced driver-assistance systems (ADAS). We created a
comprehensive dataset tailored to Kazakhstan's traffic conditions and evaluated
three state-of-the-art deep learning models: ResNet-101, MobileNetV2, and
YOLOv8. Among these, YOLOvV8 demonstrated superior performance,
achieving 89.2% accuracy, 89.6% precision, 88.9% recall, and an 89.2% F1-
score. This study highlights the effectiveness of tailored data augmentation
techniques and the potential of YOLOVS for real-time traffic sign recognition in
dynamic environments, significantly contributing to the improvement of ADAS
and road safety in Kazakhstan.
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Introduction

The increasing prevalence of advanced driver-assistance systems
(ADAS) underscores the critical need for precise and reliable traffic sign
recognition (TSR). Effective TSR is essential not only for enhancing road safety
but also for ensuring the seamless operation of ADASIn diverse and dynamic
traffic environments. While significant advancements have been made in TSR
using deep learning techniques, the unique traffic conditions and regulatory
signage in specific regions often pose additional challenges that generic models
may not adequately address. In Kazakhstan, the lack of region-specific datasets
and tailored research on TSR has hindered the development of optimized ADAS
solutions suited to local conditions. This research aims to bridge this gap by
creating a comprehensive dataset specifically for traffic signs found in
Kazakhstan and evaluating the performance of three state-of-the-art deep
learning models: ResNet-101, MobileNetV2, and YOLOVS8. The novelty of this
study lies in its region-specific approach to dataset creation and model

87


mailto:201107066@stu.sdu.edu.kz

SDU Bulletin: Natural and Technical Sciences. 2024/2 (65)

evaluation. By focusing on the unique characteristics of traffic signs in
Kazakhstan, we aim to develop more accurate and reliable TSR systems that can
be directly applied to enhance road safety in the region. Furthermore, the
comparative analysis of ResNet-101, MobileNetV2, and YOLOvV8 models
provides insights into their respective strengths and weaknesses, guiding the
selection of the most suitable model for practical implementation in
Kazakhstan’s road environments. Through this research, we aim to enhance the
functionality of ADAS in Kazakhstan, ultimately contributing to improved road
safety and the advancement of autonomous driving technologies in the region.

Literature review

Deep learning has revolutionized TSR by providing robust and scalable
solutions for real-time detection and recognition of traffic signs. Convolutional
Neural Networks (CNNs) have been extensively used due to their ability to learn
hierarchical features from images. The YOLO (You Only Look Once) algorithm
has emerged as a popular choice for real-time object detection, including TSR.
YOLO's strength lies in its speed and precision, making it suitable for
applications in ADAS. A systematic review by the authors [1] highlighted the
widespread use of YOLO in TSR, emphasizing its application in various datasets
and the sophisticated metrics used to evaluate its performance. The study
identified common challenges in real-world implementations, such as varying
lighting conditions and occlusions. Another notable work by Li and Huo [2]
improved the YOLOV5 algorithm by integrating the Convolutional Block
Attention Module (CBAM), enhancing the model's feature extraction
capabilities and recognition accuracy, particularly for small and dense traffic
signs. The study reported a 4.09% increase in mean Average Precision (mAP)
compared to the standard YOLOvV5 model. Moreover, Li and Wang [3] applied
a CNN with the MobileNet architecture for TSR. MobileNet, designed for
mobile and embedded vision applications, demonstrated efficient performance
due to its lightweight structure. The use of batch normalization and advanced
techniques significantly improved the recognition accuracy, showcasing the
potential of these models in real-world scenarios. Lim et al. [4] explored the use
of ensemble learning with CNNs, combining ResNet50, DenseNetl121, and
VGG16 models through majority voting. Their approach achieved remarkable
accuracy rates on the GTSRB dataset, on the BTSD dataset, and on the TSRD
dataset, demonstrating the robustness and efficacy of ensemble methods in TSR.
The literature on TSR illustrates significant advancements through deep learning
models, innovative data augmentation techniques, and the development of real-
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time systems. Models like YOLOV5, ResNet, and MobileNet, combined with
robust data augmentation strategies, have shown remarkable performance.

Research methods

Data Collection

The dataset for this study was meticulously curated to ensure
comprehensive coverage of traffic signs specific to a region in Kazakhstan. Our
data collection process involved the following steps:

1. Legal Document Extraction: The primary source of our dataset was
the official documentation provided by the legal framework of the Republic of
Kazakhstan. This document, "Resolution of the Government of the Republic of
Kazakhstan dated November 13, 2014, Ne1196," served as the foundational basis
for our image dataset. We extracted visual representations of 220 unique
instances of road traffic signs, covering six distinct classes, directly from this
document.

2. Real-World Image Collection: To supplement the structured dataset,
we collected 20 real-world images capturing various road scenarios using a car
dashcam. These images were taken across different regions and environments in
Kazakhstan, ensuring a diverse and realistic representation of the road
environment as encountered in everyday situations. This approach provided
contextual relevance to our dataset, which is crucial for training models to
recognize traffic signs under realistic conditions.

3. Data Augmentation: Addressing class imbalance and instance scarcity
is pivotal for developing robust traffic sign recognition models. We employed
an extensive data augmentation process to enhance the diversity and realism of
our dataset. Each traffic sign image underwent several transformations,
including:

a. Geometric Transformations: Using the imgaug Python package, we
applied five distinct geometric transformations such as rotation, shear, scaling,
cropping, and translation to each sign image. These transformations simulate
various perspectives and distortions that traffic signs might undergo in real-
world conditions.

b. Color and Deformation Augmentations: To further increase the
variability, we applied color filters and deformations, including brightness
adjustments, noise addition, Gaussian blur, linear contrast, median blur, affine
transformations, perspective transforms, and JPEG compression.

c. Background Integration: Leveraging the cv2 Python package, each
augmented sign image was seamlessly integrated into the 20 real-world
background images. This step was crucial for simulating the placement of traffic

signs in diverse real-world contexts, ranging from urban streets to rural settings.
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d. Environmental Conditions: We subjected each composite image to
weather and lighting condition alterations using the albumentations package.
Conditions applied include rain, snow, fog, sun flare, and variations in lighting
(day, night, dawn effect), ensuring that the dataset reflects the challenges faced
by advanced driving assistance systems in recognizing traffic signs under
adverse conditions.

e. Obstacle-Based Augmentation: To further enhance the realism and
robustness of the dataset, we introduced an obstacle-based augmentation
technique. This involved overlaying obstacles such as vehicles, pedestrians, and
trees on the traffic sign images, simulating real-world scenarios where signs

might be partially obstructed
68) GaHbIEHEDE

Figure 1. Augmented bike lane sign images

Through these rigorous data collection and augmentation processes, we
created a comprehensive and representative dataset tailored to the unique traffic
conditions and regulatory signs of Kazakhstan.

Models

To evaluate the effectiveness of traffic sign recognition systems for the
region-specific dataset in Kazakhstan, we implemented and compared three
state-of-the-art deep learning models: ResNet-101, MobileNetV2, and YOLOVS.
Each model was chosen for its distinct architectural advantages and capabilities
in handling various aspects of image recognition tasks.

1. ResNet-101:

a. Architecture: ResNet-101 is a deep convolutional neural network that
employs a residual learning framework, which helps mitigate the vanishing
gradient problem by allowing gradients to flow through shortcut connections. It
consists of 101 layers, enabling it to learn complex features and patterns from
the dataset.

b. Implementation: We implemented ResNet-101 using the PyTorch
framework. The network was initialized with pre-trained weights from
ImageNet, which provides a solid starting point for transfer learning. The final
layers were adjusted to classify the specific traffic sign classes in our dataset.

c. Training: The model was trained using the Adam optimizer with an
initial learning rate of 0.001. Data augmentation techniques were applied during
training to improve the model's robustness and generalizability. The model was
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trained for 50 epochs with a batch size of 32, using a cross-entropy loss function.
2. MobileNetV2:

a. Architecture: MobileNetV2 is a lightweight convolutional neural
network designed for mobile and embedded vision applications. It uses depth
wise separable convolutions to reduce the number of parameters and
computational cost, making it efficient for real-time applications.

b. Implementation: MobileNetV2 was implemented using the
TensorFlow framework with pre-trained weights from ImageNet. The network's
final layers were modified to match the number of traffic sign classes in our
dataset.

c. Training: The model was trained with the Adam optimizer and a
learning rate of 0.0001. Data augmentation techniques, such as random cropping,
rotation, and color adjustments, were utilized. Training was conducted for 50
epochs with a batch size of 32, optimizing for categorical cross-entropy loss. 3.
YOLOVS8: a. Architecture: YOLOV8 (You Only Look Once version 8) is an
advanced object detection model that excels in real-time detection tasks. It
frames object detection as a single regression problem, directly predicting
bounding boxes and class probabilities from full images in one evaluation. b.
Implementation: YOLOv8 was implemented using the Darknet framework. The
model was initialized with pre-trained weights from the COCO dataset. The
output layers were adapted to detect and classify the traffic signs in our dataset.
c. Training: YOLOV8 was trained using stochastic gradient descent (SGD) with
a learning rate of 0.001 and momentum of 0.9. Data augmentation included
random scaling, cropping, and color distortions. The model was trained for 100
epochs with a batch size of 16, utilizing a mean squared error loss for bounding
box prediction and a binary cross-entropy loss for classification.
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KA3ZAKCTAHJIAFBI )KOJI BEJTIIEPTH TAHYIBIH AMMAKTBIK
TOCLJII: RESNET-101, MOBILE NET V2 JKOHE YOLOVS
CAJBICTBIPMAJIBI 3EPTTEVI

Anparna. byn 3eprrey Kasakcran sxon OenrijiepiH 07 TaHYABIH
MaHBI3JIbUTBIFBIH ~ KapacThIpaabl, Oy JKOJ KayilCI3MiriH apTThIPy JKOHE
JKETITAIPUITEH KYPri3ylnire koMek kepcety xkyienepidn (ADAS) nameITy yuiiH
eTe MaHbI3/b1. bi3 KasakcTaHHBIH KO JKaFaaiiiapbiHa OeiMIeNTreH JKaH-)KaKThl
JIEPEKTEp JKUBIHTBIFBIH KacadblK >koHe ResNet-101, MobileNetV2 xone
YOLOVS artel ym 3amMaHayd TEpeH OKBITY MOJENiH OaramaabiK. OmapbiH
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immiage YOLOVE 89,2% nonaik, 89,6% HaKTHUIBIK, 88,9% makeipy xkoHe 89,2%
Fl-ecem OolipIHIIIA JKOFAphl HOTHXKENEp KepceTTi. byn 3eprrey HaKThI
JEpeKTepAl YIFalTy onicTepiHiy THiMIUTIriH )xoHe Y OLOVE-1iH TnHAMUKAIBIK
OpTaZia HAKThl YaKbITTAFbI JKOJI OCNTUIePiH TaHYAaFbl QJICYETiH KOpCceTe i, Oy
Kazakcrangarst ADAS xoHE K0T KayilCi3/IiriH ®KaKkcapTyFa alTapiabIKTai yiec
KOCA/Ibl.

Tyiiin ce3aep: XKon 6enrinepin Tany, TepeH okpiTy, YOLOVSE, ResNet-
101, MobileNetV2, Iepekrepai yiraiTy, JKeTUmipiIreH ®Kyprizymrire KoMek
KOPCETY Ky#Heci
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PETHMOHAJIBHBIN MOJIXO0/I K PACIIO3HABAHMIO JIOPOKHBIX
3HAKOB B KABAXCTAHE: CPABHUTEJIbHOE UCCJIEJJOBAHHUE
RESNET-101, MOBILE NET V2 1 YOLOVS8

AHHOTanusl. OTO HCCIENOBAHUE PACCMATPUBAET KPUTHUECKYIO
HE0OXOAMMOCTh TOYHOTO PacClo3HABAHMS IOPOKHBIX 3HAKOB B Kazaxcrane, 4To
HEOOXOAMMO Il TIOBBIIICHUSI O€30MACHOCTH JOPOKHOTO JIBIDKCHHS U
pa3paboTku mepenoBbIX cuctem momomu Boautento (ADAS). Mer cozmamu
KOMIUICKCHBI HA0Op JaHHBIX, aJalTHPOBAHHBIA K JIOPOKHBIM YCIIOBHSM
Kazaxcrana, U OLEHWIN TPU COBPEMEHHBIX MOJEIU TIyOOKOro OOy4eHHS:
ResNet-101, MobileNetV2 u  YOLOV8. Cpemn wux YOLOVS
MPOJEMOHCTPUPOBAJIa  HAUBBICIIYIO  MPOM3BOAMTENBHOCTh,  JOCTHUTHYB
TouHnoctu 89,2%, npeunznoHHoctu 89,6%, monHoTs 88,9% u F1-Mepsr 89,2%.
D10 wuccnenoBaHue momdepkuBaeT APGEKTUBHOCTH METOJIOB YBEIHUCHUS
naHHBIX W moTeHmuan YOLOVS s pacro3HaBaHUs JTOPOKHBIX 3HAKOB B
peajbHOM BPEMEHH B JUHAMUYHOM Cpefie, YTO 3HAYUTEIHHO CIOCOOCTBYET
yinyamenuo ADAS u 6e30mmacHoCTH JOPOKHOTO JBKeHUs B Kazaxcrane.

KioueBbie ciioBa: Pacno3HaBaHuwe OpOXHBIX 3HAKOB, [1y0okoe
oboyuenne, YOLOV8, ResNet-101, MobileNetVV2, VYsenuuenue naHHBIX,
Cucrema NOMOUM BOAUTEIIO
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