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RECOGNITION

Abstract. One of the foremost imperative errands within the field of
computer vision is motion acknowledgment. This article deals with the problem
of recognizing hand gestures from a static image. To solve this problem, the
article suggests using the segmentation method based on the skin color model,
and the recognition method based on the analysis of the shape of the hand and
the selection of features that classify the gesture image. Most strategies of
preparing outlines of hand gestures are considered: smoothing and binarization
of pictures, their revolution, and changing the foundation. The preferences of
utilizing these strategies in understanding the issue of hand motion
acknowledgment are displayed.
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**k*

Annoranusa. OQHONW W3 BOXHEWIIMX WMIIEPATUBHBIX 3aJlad B 00JacTH
KOMITBIOTEPHOT'O 3PEHUs SIBJIETCS paclio3HaBaHMe pyK. B naHHOW cratbhe
paccMaTpuBaeTcsl MpodiieMa pacIo3HaBaHUS JKECTOB PYK IO CTaTHYECKOMY
nzoOpaxkenuto. [lng pemeHus OSTo 3agaud B CTaTbe IpeJularaercs
UCTIOJIB30BaTh METO]I CETMEHTAIMH, OCHOBAHHBIN HA I[BETOBOW MOJIENIN KOXKH, U
METO] pacro3HaBaHUs, OCHOBAHHBIN Ha aHanu3e (GOPMBI PYKH U BBIICICHHH
PU3HAKOB, KJIACCU(UIUPYIOUNINX >KECTOBOE Hu300paxeHue. PaccmorpeHo
OOJIBIIMHCTBO CTPATErMii MOJTOTOBKH KOHTYPOB JKECTOB PYK: CIVIaXKMBAHHUE U
OWHapu3anus PHUCYHKOB, HMX II€PEBOPOT, H3MEHEHHE OCHOBHI. [loka3aHbl
OPEINOYTEHUST HMCIOJb30BaHUS ITHX CTpaTeruii B TOHUMAaHUU MPOOIEMbI
TIOJITBEPIKICHHSI TBUYKCHUS PYKH.

KawueBble  ciaoBa:  o0paboTka  M300pakeHUM,  CIUIa)KMBaHUE
n300paKeHU, OWHapu3anus, pacrno3HaBaHUE JKECTOB, JHHAMHUYECKOE
pacrio3HaBaHUE JKECTOB, CTATHUECKOE PACIO3HABAHUE JKECTOB, KOMITBIOTEPHOE
3peHue, OMHApPHOE N300paKEHHE, TOPOTOBOE H300paKEHUE, CKETICTOHN3AITHS.

***k

Anparna. KomnbploTepilik Kepy cCalachlHIarbl MaHBI3bl UMIIEPATHUBTI
MiHIETTepAIH Oipi Koiabl TaHy. bys makanmazga CTaTHKaidblK KECKIHHEH KOJI
KAMBULIAPBIH TaHy Macelieci KapacThIpbUianbl. byn moceneni memry yuriH
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MakaJiajga KoJ TepiCiHIH TYC MOJETIHE HET13/e/IreH CerMEHTAIUs SJIICIH KoHE
KOJIIBIH MIIIHIH TaJjgayFa >KOHE KUMBUI KECKiHIH JKIKTEHTIH Oenrimepai
aHBIKTAayFa  HETI3NENIeH TaHy OMICIH  KOJJaHy  YChIHBUIAmbl.  Kon
KAMBULIAPBIHBIH ~ KOHTYPJIAphIH  JAibIHAAYIBIH KOITEreH CTpaTerusuiaphbl
KapacThIPBUIAJIBI, OJIAP: CYpPETTEP/li TETiCTey XoHEe OMHApU3anusiay, oJapIblH
ToHKepinyl, (oHbIH e3repTy. COHBIMEH Karap KOJIIBIH KO3FAJIBICHIH pacTay
MOCEJIECIH TYCIHYZ€ OCBhI CTpaTerusuiapibl KOJJIAHYABIH apTHIKIIBUIBIKTAPhI
KOPCETUITeH.

Tyilin ce3mep: cyperTi eHICY, KECKIHII TericTey, OuHapH3aIus,
KUMBUIJIBI TaHy, TUHAMHUKAIBIK KAMBUIIABI TaHY, CTATUKAIBIK KUMBLUIIABI TaHY,
KOMITBIOTEPIIIK KOPY, EKUTIK KeCKiH, KT CypeT, KaHKajay.

I. Introduction

A high-quality strategy of signal acknowledgment will permit the
advancement of numerous frameworks, such as cleverly motion interfacing, sign
dialect interpretation frameworks, and administration for virtual and expanded
reality frameworks.

The task of gesture recognition has various solutions in scientific works.
Existing approaches can usually be divided into two classes:

1) wearable device-based recognition,

2) recognition based on computer vision.

One of the primary innovations for tackling the issue of hand recognition
was uncommon gloves [1, 2]. This innovation is utilized for information
collection and advanced transmission. The information is hand developments,
such as speed and revolution points. This information is sent to the computer,
and the computer performs acknowledgment employing an extraordinary
calculation. For example, Takahashi and Kishino developed a data glove capable
of recognizing 46 types of gestures. [3] Yangsheng et al. used Saibo gloves to
accurately identify 14 different gestures and then control the robot. [4] The use
of special gloves to solve the problem of gesture recognition has not become
widespread due to the inconvenience of use.

Recently, methods and solutions that do not require special gloves are
increasingly appearing to solve problems of hand gesture recognition. Next, we
analyze the existing methods of gesture recognition using neural networks or
infrared sensors.

To improve the quality of dynamic gesture recognition, you need to
prepare a data set — a training sample. To do this, each frame of the hand gesture
is processed. We considered the main methods of image processing used to solve
the problem.
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I1. Types of hand gestures

Figure 1 shows some of the static gestures that can be diagnosed from
video analysis. It can be seen that for the diagnosis of gestures, it is necessary to
fix the position of the hand and fingers, while there are many similar situations
that can be represented as a gesture, but not being such. When analyzing
gestures, it is necessary to understand what positions and shapes the brush can
take, relative to a standing / sitting person. The hand practically does not bend
in the wrist in the direction of the thumb, in the direction of the little finger it
bends about 70-90°. In the direction of the back and inner side of the palm, the
brush bends (it can bend, and this value depends most often on the age) by 90°.

The elbow joint allows you to rotate the palm about 180° towards the
thumb. The rotation of the hand relative to the line passing through the center of
the palm and perpendicular to it is performed at 270°. If you turn the back side
to yourself, then the rotation is carried out from 0 to 270° counterclockwise. If
you turn the inner side to yourself, then the rotation is carried out from 90 to -
180° clockwise. The brush has five fingers. This defines a set of gestures and the
corresponding recognition algorithms.

Fig. 1. Hand and finger positions during gesture display

Consider the possible combinations with the fingers ( Fig. 1.). If the palm
is clenched into a fist and each finger is straightened separately, you will get six
options: fist, open thumb, index, middle, ring finger with little finger, little
finger. Next, you can collect various combinations, with some combinations

47



SDU Bulletin: Natural and Technical Sciences 2021/1 (54)

straightening the third phalanx of the clenched fingers (if the wrist joints allow
it). Of course, the sprain and rotation in the joints are individual, so here is the
average data. For the fingers, there are 2 positions: compressed, unbent. Also,
the rotation angles are selected as multiples of 90° (this is done to facilitate data
processing). As a result, the gesture is determined by the position of the palm
relative to the video device (rotation in different planes) and flexion/compression
of the fingers.

I11. Experiment and results

To improve the quality of hand gesture recognition, need to prepare a
dataset — a training example. To do this, each frame of the dynamic gesture is
processed. Consider the basic image processing methods used to solve the
problem. Image smoothing - the transition locations in the image appear
smoothest, eliminating irregularities in pixel structures. Smoothing eliminates
noise and allows you to get an output suitable image for further study. In order
to recognize dynamic hand movements, hand contours need to be most
accurately identified, it is not enough to simply filter out the noise in the image
[5]. Therefore, the bilateral filter (fig. 2) is the most suitable type of smoothing
to solve the given task.

Fig.2. Example of a bilateral filtering

A binary image allows you to get a clear image of a recognizable object,
but with a low level of contrast and brightness, binarization can give a less clear
image of the object. In order for the result not to depend on these indicators, it is
necessary to set a threshold level so that the number of white and black pixels is
in a certain ratio, for example, from 50% to 50%. To get an image suitable for
binary image, you need to convert it to grayscale (fig.3) [6].
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Fig.3. Converting an image to grayscale

Threshing is the process of converting a grayscale image into a binary
image. Depending on a specific threshold value greater than the pixel is
converted to a threshold of 255 (white), and a value lower than 0 (black) is
converted to a threshold.

Fig.4. Threshold image

Skeletonization (fig.5) is the most appropriate way to represent an object
in an image, since it can display both the general and detailed structure and shape
of the object. The skeleton is a convenient and informative tool for analyzing
the topological and metric properties of shapes.
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Fig.5. Skeletonization of the image using opencv

The dataset used to recognize the dynamic gesture frame must include
several options for which background and position the hand is placed.

Change the background of the image binary is as follows: in the first stage,
you need to remove the old background by subtracting the background image
and the image of the hand; in the next step, the new background image and the
resulting X, y axes is the final stage, the hand is to place a new background
image.

Conclusion

As a result of the study, the main methods of processing video stream
frames for solving the problem of recognizing hand gestures were identified.
The advantages of these methods are to improve the quality of hand detail in the
image, as well as the ability to generate a set of data for recognizing the frame
of a hand gesture.

The experiment is based on a set of hand gesture recognition data based on
the interval of numbers 1 and 5. Progress work designed in the Anaconda
programming environment.
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