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SPEECH RECOGNITION BASED ON CONVENTIONAL
NEURAL NETWORKS

Abstract. In this research work, the problem of speech recognitionis
considered in the form of an analysis of the numbers from 1 to 10 recorded by
the speakeron the dictaphone. The paper uses the method of recognizing the
spectrogram of an audiosignal using convolutional neural networks. Also written
and implemented an algorithm for processinginput data, and an algorithm for
recognizing spoken words. In this work, the qualityof recognition was assessed
for a different number of convolutional layers. A comparison of the recognition
quality is made in cases when the input data for the network are the
spectrogramof the audio signal or the first two formants extracted from it. The
recognition algorithm was tested using examples of male and female voices with
different pronunciation lengths.

Keywords: spectrogram, formant, algorithm for learningneural
networks.

**k*

AHHOTAaNu4. B IAHHOU HUCCIIEN0BAaTEILCKON pabote
paccMaTpUBAETCACIIOCOObI pAaClO3HABAaHUS PEUYM B BHJIE aHAIN3a 3allMCAHHBIX
JUKTOpoM Ha AukTodoH mudp ot lxo 10. B pabore ucnonbzyercs MeTon
pacro3HaBaHMsl CIEKTPOrpaMMbl 3ByKOBOI'O CHTHaJa C MOMOIIBIOCBEPTOYHBIX
HEUpOHHBIX ceTeil. Tak ke HamMcaH W peaJu30BaH AJITOPUTM IS
00pabOTKMBXOHBIX JAHHBIX, W alTOPUTM pPACIO3HABAHUS MPOU3HECEHHBIX
cinoB. B pabore Obula JaHaolleHKa KadyecTBO paclo3HaBaHUS i Pa3HOTO
KOJIMYECTBA  CBEPTOUYHBIX  cnoeB.  IIpomsBeneHocpaBHEHHME — KadecTBa
pacno3HaBaHMsl B ClOy4asX, KOrja BXOJHBIMM JIaHHBIMM JJIsi  CETH
ABIIAIOTCACIIEKTPOrpaMMa 3ByKOBOT'O CUTHAJIA WIIN BBIIETICHHBIE U3 HEE IIEPBbIC
nBe QopmaHTbl. TecTHpOBaHHMEANTOpUTMA pAcHO3HABAaHUS INPOU3BEIACHO Ha
IpUMepax MYKCKOTO M JKEHCKOIO TOJOCOBC Ppa3HOH JUINTEIbHOCTBIO
MIPOU3HOIICHHUS.

Kirouesrble cjaoBa: CIIEKTOrpamma, dbopmaHT, IrOPUTM
00y4eHUSHEHPOHHOM ceTH.

***k

AngaTma. byn 3eprrey KYMBICBIHAAQ COWMIeydl TaHy Moceleci
TUKTO(DOHFA JUKTOPFa >Kaswin anmraH l-meH 10-ra meiiHri caHmapabl Tajugay
TYpPiHJE KapacThIpbliaabl. Kara3makoHBOMIOIUSITBIK JKYHKE JKeiiepl apKbUIbI
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JBIOBICTBIK CUTHAJ CIIEKTPOTPaMMAChIH TaHYdIICI Konmanbuiaapl. . CoHman-ax,
SHTI3UITeH JEpeKTepAl OHJEYy ITOPUTMI JKOHEAWTBUIFAH CO3ACpAl TaHy
aITOPUTMI JKa3blIFaH KOHE EHTI31JITEeH. byn JKYMBICTa
KOHBOJIIOIMSUTBIKKaOaTTapAbIH 0acKa CaHbl YIIiH TaHy canackl Oarananabl. Tany
camachlH CaJIBICTBIPY JKENIYIIIH KIpiC JEpeKTepl ayauo CHUTHAJIBIH
CHEKTpOrpaMMachl HEMece OJlaH allbIHFaH aJFallKbieKi (opMaHT OoJFaH
XKarjgaiaa xacanaipl. TaHy alropuTMi op TYp:al alThULy Y3BIHIBIFBIOAp epiiep
MEH SHeliep AaybICTapbIHBIH MBICAIAPHI APKBUIBI TEKCEPIIII.

Tyiiin ce3nep: crnektporpamma, (GOpMaHT, HEHPOHIBIK >KCIIHIOKBITY
QITOPUTMI.

Introduction

In this work, a convolutional neural network (CNN) is used, since such
networks currently show one of the best results in the field of image recognition
[8]. This feature of the CNN allows us to consider not the temporal realization
of an audiosignal (speech), but it’s spectrogram, which is recognized as an
image. An important feature of the CNN is its resistance to changes in scale and
image displacements, which, obviously, takes placein the case of spectrograms
of speech signals [9, 10]. Supervised neural networks require data onwhich the
network will train. In our case, the input data library will contain the spoken
words recordedon the dictaphone. To improve the quality of recognition, it is
advisable to processthese signals - to highlight the most important characteristics
and present them in a form suitablefor feeding to the CNN input. Thus, the
problem can be formulated as follows: the implementationof a human word
recognition algorithm using a convolutional neural network, aswell as a data
preprocessing algorithm for recognition.

Aim and objectives of research

The aim of this research work was to study a synthesizedspoken number
recognition algorithm based on convolutional neural networks. Recognizeand
test the realizations of several numbers in a female voice, as well as those
pronounced bythe main speaker quietly and loudly, at a slow and fast pace.

Background of Literature Review

Research in the field of automatic speech recognitionand speech
synthesis has received a lot of attention over the past fifty years, given that
theinterest in automation in general began even earlier - more than sixty years
ago. The idea of creating artificial intelligence (Al) appeared in the 50s of the
twentieth century, when computer scientistsasked the question: “Can a computer
think?” It began to be actively investigated in the1980s [1]. One of the proposed
methods for implementing Al was artificial neural networks (ANNS), the use of
which was focused, among other things, on the task of speech recognition,
includingrecognition of phonemes or several words [2]. Research in the field of
speech recognitioncontinues to this day [3-6], and the creation of Al in the
human sense is still a lot of science fiction literature [7].
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Discussion

Input processing.

Processing of input data Digits from 1 to 10 recordedon a dictaphone
were used as examples of speech. The neural network was trained not on the
time realization of signals, but on the images of their spectrograms. Speech
signals were recordedusing a dictaphone with a sampling rate of 44.1 kHz. To
construct spectrograms on the time signal realization, segments with a length of
1024 samples were selected. From these segments, thecalculation of the fast
Fourier transform was made. In order to reduce the recognition error,preliminary

processing was carried out (Fig. 1), including the following stages:
Spectogram - Eight

Figure 1. (Spectrogram of word “Eight”)

* limiting the signal in the time domain to highlightthe informative part
of the signal,

* limiting the frequency range of the signal. In [11], it is shown that the
frequency range up to 3.4 kHz (the frequency range for the transmission of
telephoneconversations) is not enough for high-quality recognition, since two
similar wordscan have the same spectral components in this area and differ at
higher frequencies. Therefore, the frequency range of spectrograms was used up
to 8 kHz;

» normalization of the spectrum intensity. To work with signals of
different loudness, it is advisable to normalize the brightness of the
spectrograms;

* decreasing the image resolution. The quality of recognition strongly
depends on the amount of data on which the network will be trained. If thereis a
lot of data (the images will have a high resolution), then a lot of computing power
will berequired to train the neural network. To increase the speed of performing
operations in theexperiments carried out, the images of the spectrograms were
reduced to a size of 50 x 50 pixels;

59



SDU Bulletin: Natural and Technical Sciences 2021/2 (55)

* increasing the contrast in order to highlight theinformational
components of the signal against the background of noise (the speech was
recorded notin a studio environment).

Convolutional neural network synthesis. In order for the implemented
CNN to produce the correctresults, you need to create three directories in which
data about audio signals willbe stored:

* directory of training data (train), which will beused to train the neural
network;

« directory of verification data, which will checkthe quality of training
during the training itself;

* directory of test data (test), which can be used to test the trained
network. In order to minimize the recognition error, networktraining must be
carried out on a large data array - from 1000 to 10000 [1]. But since it takesa lot
of time and a lot of computing power to prepare such a volume of data and
training, a muchsmaller sample of data was used in this work: 100 images of
spectrograms (10 realizations for 10 digits) for training and 50 images each for
checking and testing (5 implementations for 10 digits). The network has been
trained over 30, 40 and 50 eras. Sigmoid and ReLU were used as an
activationfunction in different layers (Fig. 2). It is also known that the
complexity and quality of aneural network depends on the number of layers [7].
Therefore, to optimize the algorithm, experiments were carried out with
sequential build-up of layers up to four. The initial structure of the SNA (Fig. 3)
contained the following elements:

Figure 2. Activation functions of the “sigmoid” and ReLU
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Figure 3. CNN structure
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* a convolutional layer that highlights 32 features;core 3 x 3; ReLU
activation function; ¢ subsampling layer (MaxPooling) with a 2 X 2 core;

* a layer for transforming a two-dimensional arrayinto a vector;

« fully connected layer of 32 neurons; ReLU activationfunction;

* Dropout layer against overfitting;

« fully connected layer of 10 neurons; activationfunction “sigmoid”.

Recognition results

To obtain statistical data, experiments were carriedout in which 5 neural
networks were created for 30, 40, 50 epochs with the number of
convolutionallayers from 1 to 4. Then the recognition quality was assessed. A
different approach to recognition was also implemented. There is a known
method for recognizing spoken numbers by teaching a neural networknot on
spectrograms, but on images of formants (narrow sections of the highest
spectrumintensity) of speech signals [1]. Often, the first two formants are clearly
visible on spectrograms,and their shape can be used as a feature for recognition.
The implemented formant extraction algorithm made it possible, after additional
processing of the input data, to obtain binary images.Testing the CNN trained on
formant images (Fig. 4) showed that the recognition quality decreased in
comparison with the recognition of spectrogram images directly (Table 1.).

layer 30 40 50
; Formants | Spectrograms | Formants | Spectrograms | Formants | Spectrograms
1 85,2% 80,5% 87.6% 90% 88.4% 90,8%
2 88.8% 89,6% 88% 90% 87.6% 90,8%
3 82% 92% 78.8% 93.2% 82% 98%
4 83.2% 89,6% 80,8% 84% 85,6% 94%
Table 1.

Figure 4. (Result)

Thus, of the two considered applications of the CNN, it is preferable to
use the recognition of spectrograms or set more stringent requirements forthe
formant extraction algorithm (up to the extraction of 4 or 5 formants). Although,
having analyzed the appearance of the spectrograms, it is pertinent to note that
not only the formants determinethe general picture of the spectrogram, but also
extended sections that occupy a large area.

Conclusion

The synthesized algorithm for the recognition of spokennumbers based
on convolutional neural networks showed an accuracy of about 80-98% of
therecognized signals in the test sample. Realizations of several numbers in a
female voicewere successfully recognized, as well as those pronounced by the
main speaker quietly and loudly,at a slow and fast pace. The following facts
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about the work of neural networks have been investigatedand confirmed:

* an increase in the number of learning epochs increasesthe quality of
recognition;

* the complication of the network structure, thatis, the introduction of
additional layers for the selection of features, leads to an increase in the quality
of recognition.

On the other hand, if the structure is too complex, the recognition
worsens, as the neural network is retrained. The advantages of the chosen
algorithm can be attributedto its relative simplicity, since the synthesis of the
CNN structure was carried out in Python usingthe Keras library for working with
neural networks. The advantages of the method used are due to the properties of
the CNN: the stability of the algorithm to signal stretching in time andthe
automatic extraction of characteristic features of the image, which are then used
for recognition.
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