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Abstract. Many documents, including as invoices, taxes, memoranda,
and surveys, historical data, and test replies, still require handwriting with the
transformation to digital information interchange. Handwritten text recognition
(HTR), which is an automatic approach to decode records using a computer, is
required in this aspect. For this proposal, | present a study of the implementation
of optical recognition algorithms for handwritten text in the Kazakh language,
using a recently collected database. The database, called the Kazakh
Autonomous Handwritten Text Dataset (KOHTD), contains more than 140,335
segmented images of handwritten exam papers. As an algorithm, | used the
proposed model by Harald Scheidl, which consists of several layers of neural
networks and an CTC decoder. The trained model by putting an interval of Ir =
0.01 and a batch size of 60 showed effective results with indicators of about 85%
accuracy.

Keywords: OCR, handwritten text recognition, KOHTD, neural networks,
CNN.

*k*k

AHHoOTauusi. MHOrue JOKyMEHTBHl, B TOM YHUCIE cueTa-(pakTypsl,
HAJIOTH, MEMOPAaHAYMBI H OMPOCHI, UCTOPUIECKHE TAHHBIE M OTBETHI HA TECTHI,
HO-TIPEeXKHEMY TPeOYIOT PYKOIIMCHOIO BBOJIA ¢ IpeoOpa3oBaHUEM B IIHU(PPOBOI
oOMeH nHpopmanuei. B aToM acriekre TpedyeTcs pacio3HaBaHUE PyKOITHCHOTO
TEKCTa, KOTOpOE TpeACTaBiIseT CcoO0OW aBTOMAaTHUECKHMH MOAXON K
JICKOTUPOBAHHIO 3aITUCEH C TIOMOIIBI0 KOMITBIOTEPA. JIJIs1 3TOTO MPEeITIOKESHHS 5T
OpPEICTaBIsI0  HMCCIENOBAaHME  peajHu3allMd  ITOPUTMOB  ONTHYECKOTO
pacro3HaBaHus PYKOIIMCHOTO TEKCTa HA Ka3aXCKOM SI3BIKE C MCITOJb30BAaHHEM
HeslaBHO coOpaHHOM 0a3bl AaHHBIX. basa naHHbIX, Ha3biBaemas Kazaxckum
aBTOHOMHBIM HabopoM aaHHbIX pykomnucHoro tekcta (KOHIT), comepxur
6onee 140 335  CerMEHTUPOBAHHBIX  H300PAKEHMA  PYKOIHCHBIX
JK3aMEHAIIMOHHBIX pabor. B  kauecTBe anropuTtMa s  HCHOIB30BAI
npemioxkeHHyto  Xapanpgaom Illedigmom Monenb, KoTopas COCTOMT U3
HECKOJBKHUX CII0€B HeUpOHHBIX ceTerl u aexoaepa CTC. OOydueHHass MOJIETH C
untepBasiom Ir =0,01 u pasmepom maptuu 60 moxazana 3¢¢eKTUBHBIC
Pe3yAbTaThI C MOKA3ATEISIMU TOYHOCTH OKOJIO 85%.

KiueBble cJI0Ba: ONTHYECKOE paACIO3HABAHHE, paclo3HaBaHHE
pykonucHoro tekcta, KOHTD, neitponnsie cetn, CNN.
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Anparna. KenTereH KykarTap, COHBIH ImIiHAC MOT-(hakTypaiap,
CaJIBIKTap, MEMOPAHIYMIAp MEH cayallHaMayap, TApUXU JIEPEKTep KOHE TECT
JKayanTapbl 911 Jie Ko/bKa30aHbl CaHABIK aKIapaTKa TYPICHAIPYAl KaKeT eTeIl.
Byn >xarmail KOJIMEH >Ka3bUIFaH MOTIHJII KOMIIBIOTEP/IiH KOMETIMEH TaHBII,
ABTOMATTHI TYPJIE IEKOATAY apKbLIbl CAaHJIBIK aKIapaTKa Kemipyal KaKeT eTe/Ii.
Ocpl Macene YIIIH MEH JKakKbIHJA KHHAJFaH JiepekTep 0a3achlH maijanaHa
OTBIPBII, Ka3aK TUIIH]IEC KOJDKa30a MOTIH/II ONTHUKAJIBIK TaHY aJITOPUTMJICPIH i1CKe
acweIpyIbl 3epTTeYAi yChiHaMbIH. Komka30a MOTiHIHIH Ka3aK aBTOHOMUSUIIBIK
JIEPEKTEp KUBIHTBIFBI JICN aTaJaThIH JEPEKTEP KOPBbIHJIA KODKa30a eMTHUXaH
xyMbIicTapbiHbIH 140 335-Ten actam cermeHTTenreH OeliHeci O6ap. Anroputm
peringe Xapanpa Illeiian ycelHFAaH MOJAEIBII KOJIAHIBIM, OJ HEHPOHIBIK
xemninepain 6ipuenre kabarrapeiHan xxoHe CTC nexonepinen typanst. LR =0.01
apaJbIFbIMEH JKoHe 60 mapTHs eJIeMiMEH OKBITBUIFaH MoJenb 85% Mok
KOPCETKIIITEpIMEH THIM/II HOTHXKEJIep KOPCETTi.

TyiiiH ce3aep: ONTUKANBIK TaHy, Koibka3oanel Tany, KOHTD,
HehpouabIK xemiep, CNN.

1. Introduction

OCR (optical character recognition) is a technology that transforms text into
a machinereadable format [1]. OCR is now used to aid not only digitize
handwritten medieval manuscripts, but also to transform typewritten texts into
digital form. This has simplified the retrieval of essential information since it
eliminates the need to sift through stacks of papers and files in order to find what
iIs needed. Digital preservation of historic data, legislation documents,
educational persistence [2], and other requirements are being met by
organizations. The handwritten character recognition is one of the fields of OCR
and it has achieved significant real-world success in specific applications such
as email recognition on mail-pieces for sorting automation and reading of
courtesy and legal amounts on bank checks. However, due to the growing of
smartphones and tablet devices, where handwriting with a finger or stylus is
expected to be a potentially efficient form of input, handwritten text recognition
remains a huge topic that is gaining fresh interest as an active area of study [13].

It should be clarified that for machine learning algorithms, it is necessary
to take into account the importance of a large database with unique datasets for
training and testing machine learning neural networks. One of the most effective
and frequently used machine learning algorithms at the moment can include
support vector machine (SVM), K-nearest neighbor (KNNS), neural networks
(NNS) and convolutional neural networks (CNNSs) algorithms [3, 4, 10].
Algorithms of convolutional neural networks effectively use compression and
processing of information in the form of digital data that were obtained as a result
of converting an image to a digital format containing information about each
color area in the RGB representation [5]. For the effective operation of this
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algorithm, it is necessary to have a uniquely assembled and consisting of high-
quality handwriting images, a voluminous database of manuscripts by different
authors. In Cyrillic, unlike Latin handwriting characters, there is no strict
common standard database used.

In this article, it is proposed to use recently assembled open access database
that contains about 140 thousand unique handwritten images of Cyrillic
characters and the algorithm with CNN and recurrent neural networks (RNN)
layers. The database consists of 99% of the words of the Kazakh language.
Before use, changes will be made to the structure of the database and it is also
supposed to pre-process the database using 4 different levels of image
preprocessing. After processing, the database is divided into two parts: the first
contains 95% of the image that will be used for training the neural network, the
second part containing 5%, respectively, for testing and validating the already
trained neural network model of the computer vision algorithm and machine
learning. The ML algorithm model will be trained only to recognize single words
without a phrases and sentences. After checking the model, having studied the
result of passing the validation stage, which was visible in the form of a loss
value, | noticed that the model shows itself with an effective result in the form
of 85% accuracy.

I1. Methods

1.1 Binarization

Binarization is the conversion of a color image to black and white (black

pixel value =0 and white pixel value =255). This can be done by setting a certain
average value of the total pixel range, which is 127.5 out of 0-255. It is logical
to assume that when the average value is exceeded, the pixel will be considered
white, that is, it will have a value of 255, and with a lower value from the
average, to the pixel is given a value of 0, that is, it becomes black.
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Figure 1. Example of the result after binarization.

1.2. Noise Removal

The main task of noise removal is to smooth the image by removing points
whose intensity has a higher value than the rest of the image. Thus, noise
removal helps to get rid of unnecessary image distortions when working with
computer vision. To do this, the OpenCV library is used with which you can
apply this processing to color and binary images.
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Figure 2. Example of removing unnecessary noise from an image.

1.3. Thinning and Skeletonization

This processing allows us to reduce or vice versa increase the stroke width
if necessary. With printed text, this processing would be unnecessary, since the
stroke volume in this state would be the same for the entire text. Since | use a
handwritten input database, each author can have a different stroke width. To do
this, before using the processing algorithm, it should recognize the text and the
maximum stroke width. If it is greater than the expected norm, then the algorithm
comes into action, otherwise it skips. As a result, all images come in
approximately the same stroke volume, which will be more convenient to work
with.
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Figure 3. Example of thinning and skeletonization.

After this stage of preparation our database is ready. Also, to identify
images, it is needed to prepare a separate file that contains information about
each image [12]. That is, when training and recognizing neural networks, it
should take information about what this image means. Usually, this type of file
Is necessarily present in a special database. Since the file in the selected database
was collected by manual recognition, it contains information about each image
in a separate "json™ file. This structure is not suitable for the upcoming algorithm.
In this connection, the unification and standardization of the file was carried out
in the same way as in the Latin standard of the IAM English database. Which is
followed by splitting into columns by separating by commas, which corresponds
to the CSV format. The first column contains the name of the file, the second
contains its value, except for information on the size and parameters of image
processing. As a result, we have all the necessary information contained in one
file.

2. Proposed Model

The autonomous handwriting recognition model proposed by Harald
Scheidl [9] was used as a recognition and learning model. The model uses 5
CNN layers, 2 recurrent NN (RNN) layers (LSTM) and Connectionist Temporal
Classification (CTC) loss. All these layers were implemented using Tensorflow
machine learning library.
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The figure 4 shows the main 3 stages of learning and recognition. CNN
layers accept an incoming image [10]. These layers are designed to extract
certain data from an image for subsequent compression. So, three types of
operations are implemented in each layer:

1 Convolution operation. Applies a 5x5 filter in the first two layers
and 3x3 in the last three layers to the input data.

2 Operation of a nonlinear function. The nonlinear function Rectified
Linear Unit (RULE) is used. We can also use Softmax, depending
on the case.

3 Operation merge. At the end, the layer combines and summarizes
the image areas. At the output we get a reduced version of the data.
While the image height is reduced by 2 in each layer, feature maps
(channels) are added, so that the output feature map (or sequence)
1s 32%256 in size.

é) width=128
heigth=32

features=256
time-steps=32

Figure 4. The autonomous handwriting recognition model.

In RNN, two layers of 256 units each are created and smoothed. It was
found that the implementation of RNN with long short-term memory (LSTM)
spreads information over longer distances and provides a more reliable
characteristic of learning [11]. Therefore, instead of a possible vanilla RNN,
LSTM is used. The output data from this layer has a representation in the form
of a 32x80 matrix. This means that each 32 steps has a possible 80 entries. This
is necessary for the next layer of the CTC decoder.

While the neural network is being trained, a matrix from the RNN output is
being fed to the

CTC to decrypt the value, as well as to check and calculate losses compared
to the true values. The total values should not exceed the size of up to 32
characters. In our case, the "beamsearch™ decoder is used [9]. It receives as an
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input value all possible letters and symbols, which, according to the level of
comparison, determines each character individually. The recognized characters
are then combined into one word according to the highest probability value.
Figure 5 shows the visualization of the CTC decoder recognition. The word
"e3iHi3" is selected as the input image. From the graph showing the scores for

the characters “e”, “3”, “1”, “n” and the empty CTC label, the text is recognized
by selecting the most likely character from each time step.
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Figure 5. First, input image. Second, probabilities for the characters “e”,
“1”, “n”, “3” and the CTC blank label.

The images from the prepared database do not have exactly the required
size, so we need to change its size until it has a width of 128 and a height of 32.
To do this, I reduce or increase the image to a height of 32, then fill in the empty
spaces in the length with white.

I11. Results

The machine in which the tests were conducted has an Intel(R) i5-10300H
processor, an NVIDIA GTX 1060Ti graphics card and 16 GB of RAM. The
processor was mainly used, but the process could be accelerated 1.2-1.5 times
when using a video card. The training parameters were set to values up to 20
epoch and forced stop with the loss value unchanged. Batch has a size of 60 in
the image and the values Ir=0.01 were set. The training lasted until the value of
30 epoch was reached and was forcibly stopped due to a slight change in the
value of loss.

The results of the training can be seen in the figures below (figure 6,7):
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Figure 6. Experiment results: model error.
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Figure 7. Experiment results: model accuracy.

The figures below show the images that were submitted for input. In them we
can see the words "e3ini3", "alitap". And in the following pictures we can see
the recognized word and the probability of correct recognition. For the first
image "o31Hi3" with the probability 73.6% and for the second image "aiitap"
with the probability 85%, respectively.
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Figure 8. Recognition results.

IV. Conclusion

In this research work, | was among the first to use the Kazakh
Autonomous Handwritten Text Dataset (KOHTD), which consists of a large
collection of exam papers filled out by students of Satbayev University and Al-
Farabi Kazakh National University. Further, an attempt was made to recognize
the handwritten Kazakh language and solve problems related to it using the well-
known CNN, RNN model. The effectiveness of this model was evaluated with
accuracy of 85% and losses of 1.5 -2 loss. The model showed good results and
opened the way to possible further research.

In the future, it is possible to conduct research to improve the compiled
trained model. This can be done by further correlating the database and
increasing the existing database. We can also use other well-known models for
training and adding additional libraries to improve the algorithm. After all this,
it is possible to develop a model for recognizing sentences.
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