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Abstract. The horizontal hand gesture recognition is an innovative, cheaper
way for human-computer interaction. Currently, most researchers work with
sensors, devices for hand gesture recognition, which require more resources.
Instead, the presented horizontal method for hand gesture signal recognition by
frames, with trained model algorithms. A key element of this work is the research
of a recognition algorithm using only a single camera and collecting dataset to
train a hand recognition model. In the presented framework, the hand detection
works with computer vision (CV) algorithms, in general MediaPipe as a
converting blue, green, red (BGR) image to red, green, blue (RGB) before
processing. There are handedness and hand landmarks on the image as a result
of a hand detection. Each point of the landmark has coordination x, y, z values.
The collected dataset will be used to train a model with machine learning (ML)
or neural network algorithms to develop this project as a hand gesture
recognition project.

Keywords: CV, ML, MediaPipe, neural networks, hand gesture, BGR,
RGB, human-computer interaction.

**k*k

Angatna. KemjeHeH KON KUMBUIBIH TaHYy aJaM MEH KOMITbIOTEp
OpeKeTTecyiHiH MHHOBAIMUIBIK, ap3aH dici 0ombin Tadkaabl. Kasipri yakeiTTa
Oyn OarblT OOMBIHIIA 3€pTTEYIIUIEPJIH KONIIUI CEHCOpJIapMeH, KOl
KUMBUIBIH TaHy KYPBUIFBUIAPBIMEH >KYMBIC icTedai. MyHOaill KypbUIFbLIap
KeOipeKk pecypcrapibl KaxeT eTeli. byl FBUIBIMU JEepeKTe KYPBUIFbLIAP/IBIH
OpHBIHA KOJIJICHEH JKa3bIKThIKTa Olp FaHa Kamepa KOMeriMeH KOJIbIH
KUMBUIJIAPBIH TaHy MOJICTh aITOPUTM/ICP] YCHIHBULIBI. BYJT )KYMBICTBIH HET13T1
JJIEMEHT] KOJIABI TaHy MOJENIH YHpeTy YLIiH TeKk Oip Kamepa KeMeriMeH
KOJIJICHEH YKa3bIKTHIKTa KOJIJIBIH KUMBUIIAPBIH TaHy aJITOPUTMIH 3€pTTEY JKOHE
KOJJIBIH TaHy airoputMi OOWBIHINA IEpeKTepi >KUHAY OOJNBIN TaObLIAJbI.
Y CHIHBUTFAH aTOPUTMJIE KOJIIBI aHBIKTAYy KOMITBIOTEPIIIK KOpY, OHBIH IMIiHIC
MediaPipe anroput™maepiMeH eHJEy aiablHAa KOk, kackll, Kbi3bLT (BGR)
KECKIH/1 KbI3bLI, kackll, kKeK (RGB) typnennipy petinae >XymbIC icTeiai.
Konapl aHbIKTay HOTH)KECIHIE KOJIBIH KUMBUIBIH KECIH HOTIDIKECIHAE aia
ajambI3 KOHE KOJ OenriiepiHiy HykTenepiH amambiz. Kon Oenrinepinig opOip
HYKTECIH/E X, Y, Z KOOpIUHAIMSIBIK MaHepi 6ap. Komabl TaHbIN-011y AepexTep
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JKWHAFBI aJIIaFbl YaKbITTa KOJ KUMBUIBIH TaHY >K00Achl PETiHAE d31pJiey YIIiH,
QIJIaFbl yaKbITTa MAIIMHAIBIK OKBITY HEMECe HEHPOHIBIK Keli alroOpUTMAepi
Oap y/riHi YHPETY YIIIiH Mai anaHbuIa bl

Tyiiin ce3mep: : agaM MEH KOMITBIOTEPIIH OPEKETTECYyi, MaITMHAIBIK
OKBITY, HEUPOHABIK kel anroputMaep, MediaPipe, ko kumbuibiH Tany, BGR,
RGB.

**k*k

AHHOTauusl. ['OpU3OHTANBHOE pACMO3HABAHUWE JKECTOB PyK — 3TO
WHHOBAllMOHHBIA H  JIOCTYIHBIA CIIOCOO B3aMMOJCHCTBHSI 4YeJOBEKa C
KOMITbIOTEpOM. B HacTosmiee BpemMsi O0JIBIIMHCTBO HCCIIEA0BaTENeH paboTaroT
C JaTYuKaMH, YCTPOHCTBaMHU JUIsl PAcllO3HABAaHHS JKECTOB PYK, KOTOPBIE
TpeOyroT OonbImMX 3aTpar. s pemieHus JaHHOW MPOOIEMBbI MPEICTaBICH
TOPH30HTAIILHBIA METOJ PACIIO3HABAHUS CHUTHAJIOB JKECTOB PYK IO KaapaM, C
UCTIOJI30BaHUEM alITOPUTMOB 00y4eHHOI MozenH. i pa3pabOTKU U CO3/1aHuUs
MOJIeNU TOTpedyeTcs cOop naHHBIX. KITFOUueBbIM 3JIEMEHTOM paOOThI SIBJISCTCS
UCCIIEIOBAaHHUE AJITOPUTMA PACIIO3HABAHUS C HCIIOJIB30BAHUEM OJJHON KaMephl U
cOop Habopa MJaHHBIX i OOydYeHHMs MOJEIM paclio3HaBaHHs pyk. B
NPEICTABICHHON CTPYKType OOHapy)KeHHE pPYK, HCHOJIB3YIOTCS aIrOPUTMBI
KOMITBIOTEPHOTO 3peHwus, B 1eqoM MediaPipe kak mpeoOpa3oBaHHE CHHETO,
3eneHoro, kpacuoro (BGR) uzobpaxenus B KpacHoe, 3encHoe, cunee (RGB)
nepen obOpabotkoil. B pesynbraTe 0OHapyKeHUsT pyK Ha H300pakeHUU
NPHUCYTCTBYIOT KHUCTh W CICIUANBHBIE TOYKK pyK. Kaxkmas Todka pyku
IpeJICTaBJICHA [0 OCH X, Y, Z. COOpaHHBII HA0OP JaHHBIX OYIET UCTIOIB30BAThHCS
Ui 00y4YeHHs MOJIENT C TIOMOIIBIO aJTOPUTMOB MAIIMHHOTO OOYUYEHHS WA
HEHPOHHBIX CETeH I pa3paOdOTKU MPOEKTa PACIIO3HABAHUS JKECTOB PYK.

KiroueBble cjioBa: pacro3HaBaHHE KECTOB PYyK, MAlIMHHOE OOydYeHHeE,
HEeMpoHHBIE ceTH, KoMIbloTepHoe 3penue, MediaPipe, BGR, RGB.

I. Introduction

It is well-known that computer vision (CV) is implemented in daily life, and
vision-based technology such as hand gesture recognition is one of the most
important parts of human and computer interaction [5]. Nowadays, there are
some projects that project basic interactions between human and computer using
sensor display, touch screen, keyboard and mouse, but in other cases, quick
development of hardware and software, new types of human-computer
interaction methods have been required [4][6].

Gesture is a symbol of physical behavior or emotional expression. It
includes body gestures and hand gestures. It falls into two categories: static
gesture and dynamic gesture[1]. For the person, the posture of the body or the
gesture of the hand denotes a kind of signal. Gesture can be used as a tool of
communication between computer and human [2]. It is greatly different from the
traditional hardware based methods and can accomplish human-computer
interaction through gesture recognition. Gesture recognition determines the user
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action through the recognition of the gesture or movement of the body parts.
Nowadays hand gesture recognition projects work with sensors, ovation,
raspberry Pl, etc. methods. These methods claim other devices, gadgets, but they
are not comfortable for using them in casual life.

There are two types of one dataset. First dataset includes all X, y, z
parameters sequentially. In the second dataset each value is in different files. For
example, all x are in one file. The X, y, z values are the coordinates of the palm,
each finger, etc. In total, there are 63 points. To detect the hand and get a point
there used the MediaPipe library.

MediaPipe Hands is a high-fidelity hand and finger tracking solution. It
employs machine learning (ML) to infer 21 3D landmarks of a hand from just a
single frame. This article is the beginning part of another project, which
recognises hand gestures on a horizontal surface by a single camera in real time.
So, that project needs to be learned by ML or neural networks algorithms, that’s
why this article is about data collection and its methods.

First, there are collected videos by right hand gestures: down, up, left, right,
zoom in, zoom out. Each video is divided into frames to get some landmark
gesture coordinations. Then the hand region is detected from the original images
from the input devices. MediaPipe finds landmarks of hand in X, y, z position.
So, each landmark consists of 21 dots,with 3D landmarks it will be 63 dots in
general. There are 3 landmarks for each finger and 6 landmarks around the palm.
In general, there are about 3200 coordinates in X, y, z directions of the gestures,
to learn a model.

There are many types to write an algorithm to recognise hand gestures: it
can be trained by sequence images dataset - which got from video frames, just
programming algorithms - with calculating distance between fingers, trained
dataset by getting landmark positions [11][12].

The purpose of the article is to find the best dataset type to get more
accuracy results, which will be trained and can be tested. The main difference of
this project from other hand recognition projects is working with only two
fingers, finding the gesture by these fingers commands and not only one
command, which can be solved with only one frame - train with frames, which
got form video. If there was only one frame the algorithm cannot recognise it,
because “down” command is opposite of “up”, “left” command is opposite of
“right”, “zoom in” is opposite of “zoom out”. If there is the video for example
for “down command” - if turn the video back, it will be “up command”.

Il. Literature review

In the past decades, many researchers have strived to improve the hand
gesture recognition technology. Hand gesture recognition has great value in
many applications such as sign language recognition[13][14], augmented reality
(virtual reality) [15], sign language interpreters for the disabled[16] , and robot
control [17].
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In [1, 2], the authors detect the hand region from input images and then track
and analyze the moving path to recognize America sign language. In [10],
Shimada et al. propose a TV control interface using hand gesture recognition.
Keskin et al. [10] divide the hand into 21 different regions and train a SVM
classifier to model the joint distribution of these regions for various hand
gestures so as to classify the gestures.

Zeng et al. [8] improve the medical service through the hand gesture
recognition. The HCI recognition system of the intelligent wheelchair includes
five hand gestures and three compound states. Their system performs reliably in
the environment of indoor and outdoor and in the condition of lighting change.

The main difference of this project from other hand recognition project is
working with only two fingers, finding the gesture by these fingers commands
and not only one command, which can be solved with only one frame. The
project “Gesture Hand Controller” of Luiz Henrique da Silva Santos and
Matheus Vyctor Aranda Espindola recognises the hand command by all fingers.
They show one command with hand, the program detects it and makes according
command [8]. For example, the hand gesture “like” the big finger up - means
“click”, “zoom out”, “zoom in”” command are the detect by the first and second
fingers. When the distance between fingers are big then - zoom out, if - less, then
zoom in command will be done and there is no any animation [9]. The dataset
of this project is collected by MediaPipe library, also. It works with the dataset,
which contains X, y, z values in one file. That’s why it can detect in real-time
frame [10].

[11. Method and Materials

Data

There are many lists of frames collected manually to classify the gesture
signs with the following signs: zoom in, zoom out, right, left. Each type of hand
gesture is found using only 2 points from the hand fingers as shown in the figure
12,16 (Figure 1). There are also some faster data collection methods like to cut
video by 4 frames, and collect key points and keep them in the classified folders.
There are 4 frames are accessible for reading and setting landmarks.
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Figure 1. Hand Landmarks.
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There is a requirement that the hand recognition model should be read on a
horizontal surface and the distance between hand and camera should be 1m. The
hand tracking model first finds a palm and then draws landmarks of fingers
where MediaPipe recognition algorithms best fits for. A palm detector that works
on a full input image and makes bounding boxes for palms for localization.

1.2 About Hand Landmark Model (MediaPipe)

There are many algorithms used to detect the hand and find landmarks of it:
firstly it takes a frame from a video. Then synthesize images, make hand
presence, find handedness dots and lines (Figure 2). The main algorithm firstly
finds the palm, then by palm finds finger landmarks. There are 5 points of the
palm, which are in every finger position and one is in the bottom part of the
palm. Every finger has 3 landmarks: upper side, medium, bottom side (Figure
5).

Hand landmark model operates on bounding boxes to provide keypoint
localization of 21 3D hand coordinates via regression algorithms that pass to
coordinate prediction (Figure 4). The model learns a consistent hand pose
representation and is still good even to partially visible hands[3].

Real World Images

21 3D Landmarks
Synthetic Images
Feature Extractor Hand Presence

Hand Presence

256x256 RGB

Handedness

Handedness

Figure 2. Architecture of hand landmark model. The model has three
outputs sharing a feature extractor. Each head is trained by correspondent
datasets marked in the same color [6].

Then there is a 3D model of the hand (Figure 5). In the video with tracking
scenario, there is deriven a bounding box from the landmark prediction of the
previous frame as input for the current frame, this feature helps us to avoid
applying the detector on every frame. Instead, the detector is only applied on the
first frame or when the hand prediction indicates that the hand is lost. These
landmarks and poses are necessary for the hand detection model and gesture
detection recognition model [3].
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Figure 3. Hand detection pipeline

Overall there are several trained models perform together :
- A palm detector model (called BlazePalm) that operates on the full
image and returns an oriented hand bounding box.
- A hand landmark model that runs on the cropped image region defined
by the palm detector and returns high fidelity 2.5-3D hand keypoints.
- A gesture recognizer for classification [3].
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Figure 4. 3D model of hand
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1.3 Train datasets and compare models.

In this paper to classify the gestures used the NN algorithm to build the
Hand Sign recognition model. As the model optimizer there is used the Adam
algorithm and as the loss function used Sparse Categorical Entropy .

Epoch 1/1000

127 [ ]- ETA: Os - loss: 1.1295 - accuracy: 0.3203
Epoch 00001: saving model to model/classifier/classifier.hdf5
27127 [::::::::::::::::::::::::::::::] -0s 11mS/Step - loss:

1.1004 - accuracy: 0.3602 - val_loss: 1.0431 - val_accuracy: 0.5220
Epoch 2/1000

127 [, ]1- ETA: Os - loss: 1.0440 - accuracy: 0.4844
Epoch 00002: saving model to model/classifier/classifier.ndf5
27127 [::::::::::::::::::::::::::::::] - 0s 3m3/3tep - loss: 1.0503

- accuracy: 0.4297 - val_loss: 0.9953 - val_accuracy: 0.6397
Epoch 3/1000

127 [, ]- ETA: Os - loss: 1.0043 - accuracy: 0.5312
Epoch 00003: saving model to model/classifier/classifier.hdf5
27/27 [::::::::::::::::::::::::::::::] - 0s 4m5/3tep - loss: 1.0210

- accuracy: 0.4582 - val_loss: 0.9545 - val_accuracy: 0.6523

Epoch 4/1000

127 [>eiiieieiecieen, ]1- ETA: Os - loss: 0.9503 - accuracy: 0.5625
Epoch 00004: saving model to model/classifier/classifier.ndf5

1. All x, y landmarks in one file - this is the first dataset.
2. Every point is in different files - this is the second dataset.
3. Write an algorithm to collect data from camera simply.

precision recall fil-score support

0.00 9.00 0.00
0.50 9.67 0.57
1.ee 8.50 8.67

accuracy 9.44
macro avg 8.50 . 8.41
eighted avg . % 8.49
accuracy 9.22

macro avg 0.22 8.17
P . 44bbbbbbbhb0504044 eighted avg 08.22 0.17

Figure 5. SVM and KNN algorithms result.

0 0 0

In the beginning there is tested KNN, SVM algorithm. The first SVM had
an accuracy of 0.44 and KNN of 0.22. So, the decision was to dive deeper and
modify our algorithm to make the best classification. The first part was to collect
a dataset using simple commands and write them automatically to a CSV file by
dividing the program into Train and Test modes. To increase the probability, the
decision was to keep only one type of target classification: zooming in and out.

You can see the process of pointing 2 points from fingers, for train and
future prediction (Figure 6).
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Figure 6. Zoom in hand gesture detection with the two fingers.

The best results are obtained from the NN algorithm. As the prediction was
almost perfect for 2 classes, zooming in and out. Accuracy was good in the ideal
environment, showing more than 90% (Figure 7).

IV. Results

There are many videos of hand gestures: zoom in, zoom out, left, right,
down, up. That helps us to collect frames automatically, but the number of
frames were different. In general the frame numbers of video was 4. The
programm divided video into 4 and read each frame of gesture to get landmarks
of hand. Each X, y position of each gesture is written in keypoints CSV file only
with “x”-position, “y”-position.

For this experiment using only 2 types of classes: 1st type - “zoom in”
gesture;

2nd type - “zoom out” gesture. The representation of the dataset is in the
following figure 6.

0 0.2399062961 0.2463133335 0.2429064214 0.2340668887

0 0.4205651879 0.3967759013 0.3858606815 0.3879730999
1 0.4462751746 0.4238047004  0.409937799 0.4092714489
1 0.4412176013  0.418343842  0.404360652 0.4055868089
Figure 6. Example of 0-down and 1-up type gesture dataset in x positions
dataset file.

Each frame has 21 numbers of landmarks in x, y, z position. So, in general
there are 63 points. There are 252 point data for one gesture and only one ended
video motion frames, it has got from 63*4 points. All these data points help to
train a model for hand gesture recognition. For example, for “zoom in gesture”
will need more X, y, values from 2 points and collect them into a one dimentional
array and classify them. Also, no need to keep 252 points in the dataset, the
reseachers try to make our model simple and fast using only 4 x 4 points, and
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classification integers( 0 - zoom in, 1 - zoom out). So as a result, there will be 2
predicted classes. For example, models return a list and they can be compared
just getting the highest score.

There is a test result for zoom in: [9.8105639e-01 1.8674169e-02
2.2328216e-04 4.6191799¢-05], 0 - zoom in

IV. Conclusion

This project is about collecting hand gesture dataset for hand recognition
algorithms as a model. So, firstly there are video and manually collected datasets,
which are divided into 4 frames and have landmark points of hand gesture. Each
finger has 3 landmarks and a palm has 6 landmarks behind it. This algorithm
processes the image from BGR to RGB and draws handedness, gets height and
width of hand, then gets the overall 63 landmarks of the hand. There are almost
3000 frames and 65 types of data for x position, y position, z position in separate
dataset files. The second type of collecting data set was to give the name of the
gesture and show that gesture in real time. The second type is comfortable,
because it works only with two points of two fingers - second and third finger as
needed for the project, collect them in one-dimensional array and classify
them.To detect the hand and find landmarks of the hand, the MediaPipe library’s
“Hands” algorithm is used.

Confusion Matrix

60
50
Negative 0
40
3
g 30
=
- 20
Positive 3
- 10

2 &
\\-l
S
W

Predicted label

Figure 7. Confusion matrix for NN model.

For gesture detection, there are points to make a prediction for gesture
recognition systems. The best dataset type was all values included dataset.
Because the MediaPipe library works in such a way. So, from the first frame
array it can almost detect the frames. There are other projects that work with the
MediaPipe library. In this project there were experiments with two type dataset
and two training algorithms. The best solution for the training algorithm was NN
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with the all included dataset with the result accuracy > 0.9 (Figure 7). The NN
was a better solution compared to simpler SVM, KNN algorithms. For
continuing the following work the algorithms can be changed and added more
data to the dataset.

In the near future, collected datasets will help to build multiple more
accurate models, for the project of hand and gesture recognition systems. The
project is willing to encourage more researchers in this field to build powerful
algorithms to continuously increase the efficiency and accuracy.
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