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Abstract. One of the most important methods in the study of various
subjects is the understanding at an early stage of the learning process on the part
of both the teacher and the student that the student is in a risk group that will not
complete the course successfully. Identifying this group of students at an early
stage of learning increases the level of motivation of students to start studying
well in time and can help the teacher individually determine which student needs
help. Before identifying a group of students at risk of not completing the course
successfully, an important part is to collect and prepare the necessary data
(predictors) for teaching machine learning algorithms. Currently, this is
necessary for both online and offline education. In the presented method of
determining a group of students, various types of algorithms were used, where
one of the best results of determining a group of students with risk and without
risk was shown by Logistic Regression with a high AUC =0.8003. The SMOTE
method was used in the work, which coped well with the problem of data
imbalance of the "Pass" and "Not Pass" classes, while increasing the accuracy of
the forecast for the minority class "Not Pass" by 11%. Using certain predictors
of student performance, it is possible to derive additional information such as the
level of interest in the lesson, the determination of the final score for the lesson,
a certain category (A, B, C, D) of students with different characteristics and other
indicators that contribute to the involvement of students in the lesson at the
earliest stage of learning.

Keywords: Machine learning, student’s “at risk” prediction, significant
predictors, Academic Performance Categories, SDV.

**k*k

AHJaTna. OpTypial HMOHAEPAl OKyJaFbl €H MaHbI3AbI dJICTepAiH Oipi-
OKBITYIIIBI TapamblHaH J1a, CTYJCHT TapamnblHaH Jia OKY IMpPOIECIHIH OacTarKpl
KE3€HIZle CTYJIEHTTIH KypCThl COTTI asKTail ammMay MYMKIHIIHTIHIH Oap eKeHiH
TyciHy. OKymbuiap/slH OyJ1 TOOBIH aJJblH-aJIa aHBIKTay OKBITPY IpOLECCiHE
JIETEH BIHTAChIH JKOFapJlaTyFa OHE OKYTBIIIbIFA Kall OKYIIBIHBIH KOMEKKE
MYKTaK €KEeHIH JKeKe aHbIKTayFa keMekrecei. KypcTbl coTci3 askray Kaymi 6ap
CTYIACHTTEp TOOBIH aHbIKTaMac OypbIH, MaHbI3AbI Oemiri MamuHaIblK OKBITY
AITOPUTMJIEPIH OKBITY YIIIH KaXeTTi AepeKkTepAl (OosrKaylbuiap/ibl) KUHAY
XKoHe AaibIHay Ooubin Tabbu1aabl. Kasipri yakpiTTa Oyi1 oHIaifH jkoHe oduiaitH
OuriM Oepy YILIIH KakeT. YCBIHBUIFAH CTYAEHTTEp TOOBIH aHBIKTAy oici
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QITOPUTMICPIIH OPTYPIi TYpJIepiH KOJIAHIbI, MYHAA TOyeKeli Oap >KoHe
TOYEKeJICI3 CTYICHTTEp TOOBIH aHBIKTAYIBIH €H KaKChl HOTIDKEJEpiHiH Oipi
xorapel AUC=0,8003 Jloructukansik Perpeccus omicin xepcetti. JKymbicta
SMOTE omici xonmansin "Pass" >xone "Not pass" TONTapbIHBIH JepeKTep
TEHrepiMCi3IIiri Macenecid kakcel memrin, "Not pass" a3mbUTBIK TOOBI YIIIiH
6omkam monairin 11% aptreipasl. OKymbuiapaslH yirepiMidiyg Oenrini Oip
00JDKAyIIBUTAPBIH KOJIJIaHAa OTBHIPBIN, ca0aKKa JeTeH KBI3BIFYIIBUIBIK JEHTeHi,
ca0aKThIH KOPBITBIHIBI OaFachlH aHBIKTAy, OPTYpPJl cHUIATTaManapsl Oap
OKyIIBLIApI6IH Oenrini 0ip canatsl (A, B, C, D) xoHe oKymibIiapIsiH cabakka
KaTBICYBbIHA BIKMAJ €TETIH 0acKa KOPCETKIIITEP CUSAKTHI KOCHIMIIIA aKmapaTrTap
aiyra 0oJapl.

Tyiiin ce3aep: MammHanbIK OKbITY, "Toyeken" TOOBIHAAFbI CTYAEHTTEPAIH
00mKaMbl, AKaJIEMUSIIBIK YArepiM casartapbl, SDV.

**k*

AnHoramusi. OgHuM #3 HauOoJiee BaXHBIX METOJIOB TPU HM3YUCHUU
pPa3IUYHBIX TMPEAMETOB SBJISICTCS OHMMAaHWE HA paHHEH CTaguu Ipolecca
00y4eHHST KaK CO CTOPOHBI IIPETO IaBaTelis, TaKk U CO CTOPOHBI CTyJIEHTa TOTO,
YTO CTYACHT HaXOJMUTCS B TPYIIE PUCKA, KOTOPAsi HE 3aBEPIIAT KyPC YCIIEITHO.
BrisiBienue 3Tol rpynmnbl ydaluxcs Ha paHHEH cTaauud OOy4deHUs MOBBIIIACT
YpOBEHb MOTHBAIlUM Y4YallUXCS K TOMY, YTOObI BOBpPEMSI HayaThb XOPOIIO
YUYHUTBCS, U MOXET INOMOYb YUYUTEIH HWHAWUBUIYAJIbHO ONPEIEIUTh, KaKOU
YYEHHMK HyX7aaeTrcs B nomomu. [Ipexae yem ompenenuts rpynmny CTYIEHTOB,
MMOJBEP)KEHHBIX PHUCKY HEYJAYHOI'O 3aBEpPLIECHUS Kypca, BAXKHOW YaCThIO
ABISETCA CcOOp M TMOJArOTOBKAa HEOOXOAMMBIX JAHHBIX (MPEAUKTOPOB) IS
oOyueHusi aJropuTMOB MalIMHHOTO oOyuyeHusi. B Hacrosiiee BpeMms 3TO
HEOOXOIUMO Kak [ OHJAiH, Tak W iui oduailH oOpasoBanus. B
MIPEJICTaBJICHHOM CHOco0e OINpeseseHHs IPYIIbl CTYACHTOB HCIOIb30BAINCH
pa3IMyHbIE THUIIBI AITOPUTMOB, TJI€ OJUH W3 HAWIYYIIMX pe3yJbTaTOB
ompeJieNieHusl TPYIIbl CTYAEHTOB C PHUCKOM U 0e3 pHcKa IOKa3al METOJ
Jloructuueckoit Perpeccun ¢ Bbicokum AUC =0,8003. B pabote Obu1
ucnosb3oBan Mmetoq SMOTE, kotopselif xopomio crpaBuiics ¢ mpoOiemMoi
nucOananca naHHbIX KiaccoB "Pass" m "Not Pass", yBennuuB mpu 3TOM
TOYHOCTh MPOTrHO3a I Kiacca MeHblIMHCTBA Ha 11%. Wcenonwsys
ONpEeNIeJICHHbIE NPEAUKTOPbl YCIIEBAEMOCTH YYAIUXCS, MOXHO TMOJIYYUTb
JOTIOTHUTEbHYI0 HMH(OpPMAIHMIO, TaKyl0 KaKk ypOBEHb HHTEpeca K YpOKY,
oTpejieNieHue UTOTOBOM OIIEHKH 3a YPOK, ofpenenenHas kareropus (A, B, C, D)
yYalquxcsi C pa3IuyHbIMM XapakKTepUCTUKAMU U JpyrHe IOoKa3arenu,
CIOCOOCTBYIOIINE BOBJICUCHHUIO y4aIllUXCsl HA YPOKE HAa CaMOM paHHEM d3Tare
oOyueHusl.
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KarwueBble cioBa: MammHHOoe 00ydeHUE, IPOTHO3 CTYAECHTOB B TPYIIIEe

“pucka”, 3HaYMMbIEC IPEIUKTOPHI, KATETOPUM aKaJEMHUYECKON YCIIEBAEMOCTH,
SDV.

I. Introduction

Currently, there is an assumption among students of current generations that
at the beginning of their studies they may not put enough effort into a good and
successful study of subjects and that in any case they will be able to study by the
end of the semester, raise their grades by the end of studying the subject, while
not allocating enough time to study the subject from the beginning of the learning
process. Most of these students do not understand how they are at risk of not
finishing their subject properly, after which the student either has to drop out due
to lack of motivation in their achievements at the learning process, or start
studying the subject anew while spending valuable resources like time and other
equally important resources.

By using Neural Networks, scientist Cameron |. Cooper (January 2022),
identified groups of students at risk of not completing the course [1]. Earlier,
from 2007 to 2014, via meta-analysis [2], Watson, Li, Christopher and Frederick
W. B. (2014) determined that 1st-year students entering the specialty
Information Systems or Computer Science have very low academic performance
in the subject “CSS101 - Introduction to Computer Programming”. Their studies
show that only 67% of students complete this course successfully.

Giving a student the opportunity to see information about whether they are at
risk of students who do not complete the course successfully from the very
beginning of the subject and tracking their progress throughout the course can
be a good motivation to start studying in time and not by the end of the course,
while students can try to improve their academic performance before the end of
the course. This opportunity will also be a hint for the teacher which students
most do not understand the subject or do not show sufficient activity. On the
other hand, it will be economically advantageous [3] from the point of view,
since the authors of Lovenoor Aulck, Nishant Velagapudi, Joshua Blumenstock
and Jevin West (January 20, 2016) of one study note how important it is to
understand whether a student belongs to a risk group, since a large number of
students drop out in the first years of study, and this also effects on economic
expenditures of the state budget.

Nowadays, when the consequences of the pandemic have had a great impact
on the change in the format of education (from offline education to the online),
this problem in determining students at risk of not completing the course
successfully concerns not only teaching subjects offline at a university or
college, but also lessons translated into an online format, also for online courses
it is much more difficult for a teacher to understand which students need help in
the learning.
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To identify students from the risk group, real data on the academic
performance of North American University students collected by scientists A.
Mubayed, M. Injadat, A. Shami and H. Lutfiya (March 2020) [4] were used as
an initial data. The data contains various types of information about the academic
performance of both online and offline formats of education. In addition to real
data, thanks to the use of one of the well-known methods of data augmentation
- SDV (Synthetic Data Vault) [5], it was possible to increase the sample (dataset)
to train machine learning models from 486 rows of data on student performance
to 5486 with a fairly high 93% score of augmented data.

To determine the group of students with risk and without risk, such well-
known algorithms as Logistic Regression, Neural Networks, Decision Tree,
Bagging Classifier, k nearest neighbors Method (KNN), Support Vector Method,
Naive Bayesian Classifier with cross-validation and hyperparameter tuning were
used.

In addition to all available predictors, the following characteristics were
identified, such as the category of academic performance (A,B,C,D) and the
level of student activity (low and high) in their studies, which have a positive
impact on understanding the overall picture of student performance and in
addition to the fact that it is possible to identify groups of students with risk and
without risk, thanks to the derived additional parameters, it is possible to fully
describe the involvement of students in various subjects.

[1. Literature review

Earlier, in a study of detecting students who may not complete the course
successfully, scientist Cameron 1. Cooper (January 2022), uses Neural
Networks, discovered whether a student is included in a group of students at risk
of failing or not failing the course [1]. However, the scientist took in their
research only one subject - "Introduction to Computer Programming”, since only
67% of students successfully completed the course in this subject in the period
from 2007 to 2014 at colleges and universities. This was revealed using meta-
analysis by scientists Watson, Li, Christopher and Frederick W. B. (2014). The
scientists in the study propose an alert system that can improve students’
academic progress [2]. Researchers collect the data across 7 years of study only
the subject “Introduction to Computer Programming” and they collect about 592
rows of data [2] to train and test data.

In the study researcher try different 25 types of Neural Networks and choose
the PNN (Probabilistic Neural Network) with the higher accuracy and after that
he grow the accuracy by using backward elimination and choose most important
inputs [1]. By using Sensitivity Analysis researcher found the most important
periods [1] which is help to instructors in time correct the situation and help to
improve academic achievements of students.

Cameron 1. Cooper show the results of their research where students have
increased the success rate of the course by 23% using the use of alert systems

[1].
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In his study, Erkan Er (August 2012) about identification at-risk students only
for online courses used only time-varying data that were variable over time, that
is, when train his model, he used only such data as class attendance, midterm
grades, and so on, but the researcher does not use such data as age, gender, since
these data do not determine which risk group the student belongs to [6].

The author [6] mentions in his research that he used 3 stages for training data
as 3 different stages of semester training. In the first stage, the author takes
attendance for 4 lessons and an assessment for the first task. The second stage
includes attendance for 8 weeks and evaluation for the first and second tasks. In
the last stage, the author uses the attendance of 10 weeks and three grades for
assignments as well as the overall grade of the midterm exam [6]. The author
does not take all the attendance grades for the initial data, because he is sure that
the teacher may not conduct lessons after 10 weeks of the learning.

After the author has divided his dataset into 3 stages [6], he then uses various
types of algorithms and trains the model at all stages separately. In addition, to
improve his results, the author uses a special technique proven earlier by
scientists I. Lykourentzou, I. Giannoukos, V. Nikolopoulos, G. Mpardis and V.
Lumos [7] which show that using the combined result of different algorithms
gives better results. Thus, the author uses three schemes. In the first scheme, a
student belongs to a risk group even if only one algorithm assigns him to a risk
group. In the second scheme, a student is assigned to a risk group if at least two
algorithms show that this student belongs to this group. And the last scheme 3
says that if all three algorithms determine a student as from a risk group [7], only
in this case he will belong to this risk group, otherwise this student belongs to
the successful group.

In his results, the author shows that the use of scheme 2 [6], that is, more than
one algorithm leads to an improvement in the learning outcomes of the model.

Researchers Yujing Chan, Aditya Johri, Huzefa Rangwala use data on student
learning for the period from 2009 to 2013 for analysis [8], their results show that
the average GPA score and when the student was enrolled in the learning is an
important factor for learning the model, in addition, the age of students shows
that the older generation is aimed at finishing their studies while younger people
can easily drop out [8].

I1l. Method and Materials

1.1 Data Collection

Based on the collected data on the academic performance of North American
University students of the course in natural sciences by researchers [4] compiled
a list of predictors (18) containing 486 lines, which contains information in
addition to the scores of quizzes, assignments and midterm results, but also data
such as the number of visits to the education department of the system,
assignments delay, deadlines for completing tasks and others (see Table 1).
Table 1. Description of the collected data (predictors)
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Ne Predictor Name Description
1 Student 1D Student identifier (will not be used for train models)
2 Visits The number of student visits to the learning platform
during the course
3 Study of materials The number of times the course material has been
studied on the platform
4 Reading notifications on | How many times has a student read notifications on the
the platform platform from a teacher
5 Discussion  Participation | How many times has a student written comments to
on the platform notifications from a teacher on the platform
6 Revision of the quiz The number of times the quiz has been sent on the
platform
7 Quiz Evaluation of the quiz
8 Assignment 1 delay Shows 0 if the student missed the deadline for
completing task 1 and 1 if he was not late
9 Assignment 1 completion | Hours of completion of the first task
10 | Assignment 1 Evaluation of the assignment 1
11 Midterm Evaluation of the midterm exam
12 | Assignment 2 delay Shows 0 if the student missed the deadline for
completing task 2 and 1 if he was not late
13 | Assignment 2 completion | Hours of completion of the second task
14 | Assignment 2 Evaluation of the assignment 2
15 | Assignment 3 delay Shows 0 if the student missed the deadline for
completing task 3 and 1 if he was not late
No Predictor Name Description
16 | Assignment 3 completion | Hours of completion of the third task
17 | Assignment 3 Evaluation of the assignment 3
18 | Assignment assignments The average duration of execution in hours of all
completion time completed assignments

The above data in Table 1 were used in the study as predictors to identify
groups of students at risk of completing and not completing a successfully taken
course. As predicted data, in addition to the main purpose of determining the
group of students with risk and without risk, the final assessment of the student,
the student's level of interest in studying the subject, the student's academic
performance category (A, B, C, D) shown in the (Figure 1), which determined
from two additional derived features (see Table 2):

Table 2. Description of the target data

Ne | Target Value Name Description
1 | Pass/Not Pass Predicting course completion or course failure
2 | Final exam grade Based on all previous predictors of academic

performance, the prediction of the final exam score
Prediction which of the 4 categories does the student
belong to:
1) A - the student is strongly involved in the lesson
and copes very well with the tasks
2) B-thestudentisinvolved in the lesson, performs
all tasks but makes mistakes

3 | Academic Performance

Category
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3) C - the student is not involved in the lesson, but
performs tasks

4) D -the student is not involved in the lesson, does
not perform all tasks and makes mistakes

4 | Activity level Level of interest in the course:
1) Low level
2) High level
Participants
- = N
D C

Perfomance

Figure 1. Academic Performance Category Detection

Each category of academic performance (Figure 1) was determined from two
features as Performance (quiz scores and all assignments score) and Participants
(determined from the predictors such as Visits, Study of materials, Reading
notifications, Participation in the discussion). In addition to the category of
academic performance, a feature was derived as "Activity level”. This feature
can also be predicted by having information on the number of visits to lessons,
reading all posts, participating in discussions, studying materials (see Table 1).
If this overall indicator is lower than the average according to these metrics, then
the student's activity is defined as "Low" and if the score is higher than the
weighted average, then the students are considered as active - "High".

1.2 Data Augmentation

After collecting all the necessary indicators for a complete presentation of
information about the progress of students, the method of artificial data
augmentation based on real data was applied.

In this research, the method of generating synthetic data was used - SDV
(Synthetic Data Vault). This technique is one of their most effective methods of
generating real data that can be replaced with generated data [5]. As a result,
from 486 rows of data on student performance, 5486 results were obtained with
higher accuracy of the generated data - 93%, which is an excellent indicator for
the using data in the study. The difference (Figure 2) between the actually
compiled data and those generated data, where we see that the generated data
almost completely describe the real data.
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Figure 2. Original and Synthetic data compare of Assignment 1 lateness
indicator
1.3 Data Description and Analyzing
Before conducting experiments with various algorithms and after collecting
all the necessary data, as well as after adding the generated data, all the collected
data were analyzed, where we can see the distributions of already existing data.
From the (Figure 3) see the distributions of the “Pass and Not Pass” students. In
general, in the collected list of data, almost 79% of students successfully
completed the course, while the remaining 21% are those who could not
successfully finished class.

Pass

Not Pass

Figure 3. Distributions of the “Pass/ Not Pass” students.
This distribution of data (Figure 3) suggests that the algorithm models will
work well with the dominant (majority) group, in this case it is a group of
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students who have completed the course well. For this reason, in this study, such
methods as SMOTE and Near Miss [9] were used in the training of various
algorithms (Logistic Regression, Neural Networks, KNN and others). These two
methods work well with the problem of unbalance in the data.

C

49 3%

B

Figure 4. Data distributions of the “Activity Performance Category”.

The largest portion of students is occupied by students who do not participate
in the lesson, but perform tasks - group C (49%), as well as those students who
are involved in the lesson but make mistakes when performing tasks - this is
group B with a portion (42%) and the smallest part are those students who do
nothing at all and are not involved in the lesson - category D (1%).

In the context of the activity level indicator, students who actively behave in
relation to the study of the subject very well receive higher grades (>= 80) more
than those who do not show interest in learning process (see Figure 5). Basically,
those who show no interest in learning get the most score of 60 on the final exam
(see Figure 5).

High

Low

E & &

Final Score

Figure 5. Final score estimates by “Activity level” indicator
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1.4 Data Preprocessing

One of the most important points before starting the training of various
algorithms is the method of preprocessing and data preparation. This allows you
to improve the results of training models for the highest accuracy of the forecast.
In this study, some of the main methods of data preprocessing were used. Firstly,
all missing values were replaced with the averages of these predictors, in
addition, some unnecessary columns, such as the Student ID, were removed, and
after removing the unnecessary column, the Min-Max Scaler method was used,
which was necessary for data normalization.

The method is used to scale the data, and using the min-max scaling method,
the data has been normalized. Also, as far as preprocessing is concerned, the data
can have highly correlated characteristics, which means that if one function
(predictors) increases or decreases, the other function also increases or
decreases. This can be illustrated using a correlation matrix (Figure 6), the
characteristics of which can be correlated.

The graph illustrates the correlation between all available predictors (Visits,
Study of materials, Reading notifications on the platform, Discussion
Participation on the platform, Revision of the quiz, Quiz, Assignment 1 delay,
Assignment 1 completion, Assignment, Midterm, Assignment 2 delay,
Assignment 2 completion, Assignment 2, Assignment 3 delay, Assignment 3
completion, Assignment 3, Assignment assignments completion time).

From the figure 6, predictors such as 'Assignment_1 completion hours',
'‘Assignment_2_ completion hours', ‘Assignment_3_completion_hours' correlate
very  strongly  with  each  other, with a  predictor like
'‘Average_assignments_completion_time'. This suggests that it is enough to leave
one of the most significant predictors and it describes all these previous listed
predictors.

After determining the most correlated data in the study, the correlation
method in the library (matplotlib - .corr() function) was used. The method
revealed the 3 most correlated predictors. This method made it possible to
remove unnecessary predictors. As a result, after using correlation method
(.corr), only one predictor out of three predictors about the performance of the
assignment delay.
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Correlation matrix of features
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Figure 6. Correlation Matrix of the all features

1.5 Train data process

After normalization of the available data by dividing the data into training
and test data using the method train_test_split by X (predictors values from the
first column "Visit" up to the last "Assignment 3") and Y (target value) -
"Pass/Not Pass".

In the study, various algorithms were used to determine the group of students
with the risk of not completing the course successfully and without the risk of
completing the course successfully (classification task), first of all, a Logistic
model with classical settings was used, the accuracy of which was 82%. As a
result, (see Figure 7), the Logistic model shows on the classification report that
basically the model is well trained on the majority class - "Pass™ with a forecast
accuracy of 89%, while the forecast accuracy of the model on the "Not Pass"
class is only 45%, which is a very low indicator.
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precision recall fl-score  support

Mot Pass &.65 8.31 @.42 258
Pass .34 .95 &.39 1882
accuracy a.82 1372
macro avg a.74 8.63 .65 1372
weighted avg g.88 e.82 @.79 1372

Figure 7. Logistic Regression Classification Report results

This indicates the imbalance of the available data and this attracted the fact
that it was necessary to distribute the data in such a way that any model that is
used in the future trained well not only for the dominant group (Pass) but also
for a smaller group ("Not Pass").

For this situation, two methods of solving this problem have been tested - the
SMOTE method. This method allows you to equate data in such a way that the
class that is a minority will be synthesized from already existing data and thereby
equated to the class with the majority [9]. The results of this method gave good
results in relation to the minority class, the prediction accuracy increased by 11%
in relation to the minority class, and the level of the Recall indicator for the
minority class also increased from 31% to 73%.

The next method to solve the problem of data imbalance is the NearMiss
method, which is the opposite of the SMOTE method and works the other way
around, instead of increasing the set of the missing class, the NearMiss method
reduces the size of the minority class and thereby equating this class with the
majority class.

As a result, after using the NearMiss method, the accuracy of predicting the
minority class "Not Pass" also increased by 11% and became equal to 53%,
however, compared to the SMOTE method, the Recall indicator describing how
well and accurately the algorithm works showed 71% accuracy. This NearMiss
method is less by 2% of Recall indicator compared to the SMOTE method. As a
result, it was the SMOTE method that was used in all subsequent machine
learning algorithms to classify students with and without risk.

An important part for the successful prediction of groups of students is the
setting of hyperparameters and the use of cross validation for accurate
prediction. The study used K-fold cross validation with 30 folds, which showed
81% as the average accuracy of the forecast. To configure hyperparameters, one
of the well-known and effective methods of configuring hyperparameters,
known as - GridSearchCV, was used. This method allows automatically select
the necessary settings for the best performance of the algorithm model [10].

IV. Results
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In total, 7 machine learning algorithms (see Table 3) were used in the study,
which showed different results in predicting the accuracy of students at risk of
not completing the course and completing the course:

Logistic Regression
MLPClassifier
DecisionTreeClassifier
BaggingClassifier
KNN
SVM Classifier
. Naive Bayes

As a result, the most effective of the 7 taken algorithms for predicting a group
with a risk of not completing the course successfully and completing
successfully is the Logistic Regression algorithm, which, compared to other
algorithms, works well on a smaller "Not Pass" class with 30 - fold cross
validation and configured hypeparameters with a 53% accuracy of correct
prediction, also for the majority class "Pass™ with a prediction accuracy of 81%
(see Table 3). Despite the fact that the Bagging classification method showed
good results for the majority class with an accuracy of up to 84%, however, for
the minority class, model predicts only 47% correctly, which is 6% less than the
Logistic Regression model.
Table 3. Classification Algorithms Results

NookrwdpE

Class Not Pass Pass
Name Precision | Recall | F1- Precision | Recall | F1-
score score
Logistic Regression 42% 2% 53% 91% 73% 81%
MLPClassifier 37% 78% 51% 92% 65% 76%
DecisionTreeClassifier | 34% 52% 41% 85% 73% 78%
BaggingClassifier 43% 53% 47% 87% 81% 84%
KNN 37% 74% 50% 85% 71% 75%
SVM Classifier 43% 53% 47% 90% 71% 79%
Naive Bayes 42% 2% 50% 86% 71% 79%

The results of the Logistic Regression model showed the results of predicting
students at risk to finish successfully and not successfully finish the course with
an AUC score of 0.8003, which is a high prediction result (see Figure 8).
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Figure 8. ROC AUC Curve for Logistic Regression model

V. Conclusion

This study is to determine at an earlier stage which group of students each of
the students of a course participants belongs to - those who pass the course and
those who do not finish the course successfully (Not Pass). In addition to the
main task in determining the risk group to finish and not to finish successfully
the course is to predict the final grade as well as the category - (A, B, C, D)
derived from existing predictors, as well as determining the group with high and
low activity for the lesson, but these tasks will be considered later.

The main objective of this study was to collect and prepare data for analysis
and for further predictions of a group of students at risk of not completing the
course and completing the course successfully. The data base was compiled
earlier by scientists A. Mubayed, M. Injadat, A. Shami and H. Lutfiya (March
2020) from a North American university, where real data with online and offline
lesson formats were located. In total, they collected 486 rows of data [4] were
compiled about each student with various characteristics such as attendance at
lessons, assessment of various tasks and quizzes, the number of readings of
posts, participation in discussions, and so on. Further, an additional data
augmentation method was used in the study — SDV (Synthetic Data Vault),
which allowed generating an already existing list of data from 486 rows to 5486
rows of student data. The generated data list showed a good result of 93%
accuracy of the generated data.
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Figure 9. Confusion Matrix of Logistic Regression model

After full work on data collection and preparation, various types of algorithms
for the prediction of the main task - determining the group of students with risk
and without risk. In addition to working with algorithms and setting up
hyperparameters using the GridSearchCV method, work was carried out on
unbalanced data, since the majority class was students with the "Pass™ group of
79%, the algorithms did not work well on the minority "Not Pass" group. To do
this, the SMOTE and Near Miss methods [9] were used, which showed SMOTE
works best, namely, it increased the prediction level of the minority group by
11%.

As a result of all the work done, the best and most efficient Logistic Regression
algorithm (see Figure 9) was determined with a prediction accuracy of 73% and
an AUC of 0.8003, which predicts the "Not Pass™ group by 11% more accurately
compared to other algorithms. In the future, the continuation of this study will
be working with the accuracy of the algorithm, as well as with the prediction of
additional signs such as student activity level of the lesson, the category of
student performance and the prediction of the final grade for the course.
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