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CLASSIFICATION OF REVIEWS, ERROR REPORTS AND
PRODUCT FEATURE REQUESTS USING MACHINE LEARNING
METHODS

Abstract. This article proposes a solution for filtering and categorizing
user feedback on software products, which can be overwhelming in quantity and
often includes uninformative or fake reviews. The proposed approach involves
using machine learning methods for classifying reviews into categories such as
error reports, product feature requests, and other reviews. The article compares
the performance of different classification ML algorithms and investigates the
impact of preprocessing options on classification accuracy. Additionally, the
article addresses the task of identifying groups of similar reviews in each
category, which can be useful for detecting duplicates and identifying patterns.
The proposed solution is tested on a dataset and compared with existing
solutions. The article concludes by highlighting the novelty and potential
benefits of the proposed approach for improving the quality of user feedback and
enhancing the reputation of software products.
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Angarna.  byn  wMakamana — GarjapiamanblK  eHIMIEpP — Typasbl
najijaJaHylsl MIKIpJIEpIH CY3riley JOHE caHaTTay IIEHIIMlI YCBIHBUIAIb,
OJIapIblH CaHbl ©TE Kol 00Jlybl MYMKIH X0HE KeOlHece aKlapaTchl3 HEMece
XKaJIFaH LIO0JTyJIapiaH Typajbl. ¥ CBIHBUIFAH TOCUI IIOIYJIapAbl KaTesaep Typalibl
ecenTep, OHIM MYMKIHIIKTEpiHEe cypayyap jkKoHe Oacka IIOoyJiap CHUSKTHI
caHaTTapra 0eJly YIIIH MalMHAJIBIK OKBITY 9JICTEepiH HaiifanaHy bl KaMTHbL.
Makasaia MallMHaJIBIK OKBITYABIH 9PTYPJIl KIKTEY aarOpUTMIEPIHIH OHIMILIIT
CaJIBICTBIPbLIA/IbI JKOHE aJJIbIH aJla OHJIey MapaMeTpJIEpiHIH JKIKTEY ToNIIriHe
ocepi 3eprreneni. CoHbIMEH KaTap, Makajga op caHATTarbl yKcac LIOJyJap
TONTApBIH AHBIKTAy MOCENECiH miemesi, Oy KalTanaHyJapabl aHBIKTAY XKOHE
YJTiIepai aHBIKTay YIIH TMaiaanbl OOodMybl MYMKIH. YCBIHBUFAH IICIIIM
JIepeKTep JKUBbIHBIHIA ChIHAJAJbl XKOHE Oap IIeiMIepMEH CajbICThIPbLIAIbL.
Makana mnaijanaHyIIbIHBIH Kepl OalaHbICHIHBIH CalachlH >KaKCapTy »KoHe
OarapiaaManblK ©HIMIEpAiH OelesiH apTThIpy YINIH YCBIHBUIFAH TOCUIIIH
KaHAIBIFbI MEH BIKTUMAJl apTHIKIIBUIBIKTaPhIH KOPCETYMEH asKTaJabl.
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Tyiiin ce3nep: Naive Bayes kiaccudukaTopsl, KaTe Typajbl ecer oepy,
OHIM (YHKIMOHAIBIFbIHA CYpay, IOy, BEKTOPIBIK MalliHaHbI Kojnay, ROC
AUC, xepi makpIpy
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AnHoTanusi. B 2T0# craTthe npemaraercs pemeHue Ui GUIBTPAA |
KaTeropu3aliy OT3bIBOB M10JIb30BATENEH O IPOrPaMMHBIX ITPOAYKTaX, KOTOPbIE
MOTYT OBITH OIPOMHBIMU 110 KOJIMYECTBY U YACTO COAEPkKAT HENH (POPMATUBHBIE
WM TOJJENbHBIE OT3bIBBL. [Ipeayiaraemplil TOX0 BKIIFOYAET MCIIOIb30BAHUE
METOJI0B MAIIMHHOT0 00yueHus 1l KiaaccupuKay 0030poB MO KaTErOpusiM,
TaKUM Kak OT4eThl 00 omnbKax, 3arpockl Ha 100aBiieHue GYHKIUN TPOAYKTA U
apyrue o030pel. B craTthe cpaBHUBAeTCsl MPOU3BOAUTENILHOCTD PA3IMYHBIX
aIrOpUTMOB KJIaCCHU(PUKAILIMK MAIIMHHOTO OOY4YEHMsI U UCCIELYETCs BIUSHHUE
[IapaMeTpoB IpeIBAPUTENBbHON O0O0paOOTKM Ha TOYHOCTb KJIACCHU(UKALIMHU.
JIOTIONHUTENBHO B CTaThe€ pEIIAETCs 3ajladya BBISIBICHUS TPYII MOXO0XKHUX
OT3BIBOB B KaXXJIOll KaTeropuu, YTO MOXKET OBITh MOJE3HO AJIA BBISBICHUS
OyOIMKaToB U BBISBICHUA 3aKkoHOMepHocteil. I[Ipenmaraemoe pemieHue
TECTUpyeTCd Ha HaOOpe MJaHHBIX U CPAaBHUBAETCS C CYIIECTBYIOIIMMHU
pemienussMu. CTaThsl 3aBEpLIAETCS BBIACICHUEM HOBHM3HBI M IMOTEHIMAIBHBIX
IIPEUMYILECTB IPEIIaraeéMoro Moaxona JJis YJIydIIEHUs KadecTBa OT3BIBOB
10JIb30BaTEJeN U MOBBILICHUS PEIyTallly IPOrPAMMHBIX TPOYKTOB.

Karouesble ciioBa: HauBHblil OaliecoBckuil kiaccupukaTop, OTIETH 00
ommoOKax, 3anpoc (YHKIMOHAIBHOCTH MPOJYKTa, 0030p, METOX OIOPHBIX
BekTopoB, ROC AUC, nonnora

*k%k

1 Introduction

Nowadays, there are a huge number of platforms for creating and
launching software products and applications. Over the current year, about
hundreds of billions of applications have been downloaded [1], and this is only
taking into account mobile platforms. Recent studies show a strong influence of
user feedback on the success of a software product [2].
Reviews help other users to navigate when choosing a software product. A huge
number of reviews contain information about errors, requests for improvement
[3]. This information can be useful in improving the software product,
maintaining it.
The number of such reviews for a popular product can reach hundreds of
thousands [4], some of which are uninformative and repetitive. With so many
reviews, the task of filtering and parsing useful information becomes difficult
for developers and analysts.
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Obviously, the sheer amount of reviews is worrying. It highlights how common

fake online reviews are currently, highlighting the importance of both being

vigilant and knowing how to remove them.

The penetration of unnecessary reviews into this area of reputation management

endangers the reliability of reviews in general - if consumers are faced with a

growing number of unsorted fake reviews, it is likely that we will soon begin to

experience peer-to-peer trust. The purpose of the study is to compare a number

of existing solutions for classifying reviews into predetermined categories, as

well as to study solutions to automatically identify similar reviews with the

subsequent selection of the most effective classification methods.

Dividing user feedback into error reports, product feature requests, and other

reviews helps both sellers and buyers read the necessary and informative

portions of the huge number of comments. Below are more details about these

types of categories:

1) error reporting

describe problems with a software product that need to be fixed in the future,

such as product crashes, misbehavior, performance issues

2) product functionality requests

requests to add functionality, for example, existing in other products, lack of

content, ideas on how to make the application better;

3) uninformative reviews

the category combines non-informative judgments, such as a description of

already existing product capabilities, experience of use in specific situations,

admiration, dissatisfaction. Such reviews reflect information that can be read

from advertisements or documentation for a software product or is unfounded

criticism, praise.

The solution to this problem can be reduced to solving its constituent parts, such

as:

1 classification of all feedback from users into categories: bug reports,
requests for product functionality, other judgments.

2 determination of groups of similar reviews in each of the categories.

3 checking for correspondence between the created tasks of developers and
significant tasks generated by the model [5].

The task of identifying groups of similar reviews in categories can be attributed

to the task of identifying duplicates. There are no specific categories when

solving this problem. The task can be attributed to the class of unsupervised

learning methods. We have a description (signs) of a set of objects (reviews), it

is required to detect internal relationships, patterns that exist between objects

(reviews). Often this problem is solved by graph algorithms [6].

Dividing the main task into several stages has the obvious goal of improving the

classification accuracy, and then, creating clusters of similar reviews.

The novelty of this work lies in the creation of an integrated and general

approach to the solution, comparing existing solutions on the same data set.
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The rest of the article is structured as follows: after providing related works with
an overview of existing methods in Section 2, Section 3 presents the
methodological part of the research work. Results of the study and discussion
are described in Section 4. Finally, Section 5 concludes the work.

2 Related works

2.1 Classification of reviews

In [5], machine learning methods were considered as applied to the
classification of reviews. The paper compares such algorithms as the Naive
Bayesian classifier, decision tree, and the maximum entropy method. Each
review was presented as a set of words. It is shown that the Naive Bayesian
classifier is the most accurate among the presented ones.
A big role is given to the preprocessing of reviews. The dependence of the
classification quality on the preprocessing options was investigated. The
following preprocessing options are considered: removal of stop words (words
that occur in many documents and do not carry a semantic load, such as a, has,
once, and so on), stemming (finding the stem of a word for a given source word:
cats, catty — cat; stems, stemmer — stem, and so on), lemmatization (bringing
a word form to its dictionary form: better — good; walking — walk, and so on).
For example, removing stop words increases precision, while lemmatization
decreases precision when defining feature requests. In general, you need to be
careful about removing stop words and lemmatization. When deleting stop
words, we should not take into account the words - want, please, can, which may
adversely affect the classification. Considering metadata can improve the
classifier.
In [7], the support vector machine (SVM) was considered in relation to the
problem of text classification. The documents were also converted into a set of
words, but the words that were present in the documents more than 2 times and
were not stop words were taken into account. Support vector machine is sensitive
to the dimension of the document matrix and taking into account large the
number of words will have a big impact on performance. One of the ways to deal
with a large number of document features is to use the principal component
analysis (PCA) to reduce the dimension, which inevitably leads to a decrease in
the analyzed information. The TF-IDF method was applied with subsequent
vector normalization. The experiments compared SVM classifiers with different
kernels (polynomial, radial basis function) with other classifiers on medical and
similar documents. Support vector machine with radial basis function showed
the best result.
The work [8] is devoted to the use of n-grams in the problems of text
classification (n-grams are a sequence of n elements, symbols). This approach
eliminates the need to create error handling systems in reviews and documents.
The approach is resistant to errors in words, misplaced punctuation marks, and
effective on small documents. In order for the classifier to be sensitive to the
beginning and end of words, a certain number of ' ' characters are added to the
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words at the beginning and at the end. That is, 2-grams of the word TEXT: _T,
TE, EX, XT, T_. The documents were stripped of numbers and punctuation
marks, and broken into tokens. Tokens formed n-grams withn=1,2,3,4,5. It was
shown in the work that the use of n-grams successfully solves the problem of
text classification.

2.2 Searching groups of similar reviews

This task belongs to the class of unsupervised learning tasks. Only
descriptions of many objects are known. The classical approach to solving this
problem is to represent an object (recall) as a set of characteristics (attributes)
and take into account the distances between objects when creating clusters
(distance matrix). Therefore, this problem is often solved by graph clustering
algorithms.
In [6], an attempt is made to create an automatic search for duplicate reviews for
the Bugzilla bug tracking system. In this work, preprocessing of the initial set of
documents is carried out and the problem is reduced to solving the clustering
problem on graphs, the solution of which, inturn, is taken from [9], where graphs
are used to study groups in social networks. This bug tracker is an open source
bug reporting database with manually tagged duplicate bugs. A bag of words
model was used to turn error reports into feature vectors. Used such document
preprocessing tools as stemming, lemmatization, removal of stop words. It
should be noted that two sets of texts were formed - the headings and the text of
the report were taken into account separately, since they give different
contributions to the report. Each document was represented by a vector (w1, Wo,
..., Wm), Where w; = 3 + 2 * log2 (the number of i words in the document). These
coefficients were found on the basis of a set of documents, only the logarithmic
dependence is important. Next, the distance between words (the similarity of two
feature vectors) is calculated using the popular formula for finding the cosine of
the angle between them:

similarity = cos (8) = % Q)

Next, let’s apply the approach to graph clustering, taken from [9]. When a new
error report appears, the vector of its title and body is calculated and, depending
on the proximity to the clusters, a decision is made whether it is a duplicate or
not. In [10], attempts are made to improve the quality of the classifier using some
extensions and assumptions, but the idea remains the same.

3 Methodology

Before applying the methods mentioned, it is required to pre-process the reviews.
The classic techniques for preprocessing reviews are lowering all words in a
review to lower case, stemming, lemmatization, and removing stop words.
Converting words to lower case can adversely affect the quality of the
classification for business and official documents. We inevitably lose some of
the information that can be used for classification. Reviews, on the other hand,
do not have a strict form and contain many errors, which makes the case of letters
uninformative, so we do not take into account further.
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Stemming and lemmatization can both improve and degrade classification
accuracy. For some tasks, knowledge of numbers, verb tenses are helpful. Let's
check further the effectiveness of this preprocessing on our dataset. We will use
the porter stemmer [11].
Also, in addition, we will remove all numbers from the reviews. For some
accounting of numbers, we can replace any sequence of digits with some code
word _number_ for the possibility of accounting for them by the algorithm.
Without taking into account the punctuation marks, the review can be
represented as a set of words and for this presentation of reviews, use the TF-
IDF formula.
Let's compare the various algorithms discussed above on the received set of
reviews.
For each of the algorithms there is one or several customizable coefficients,
which we will also vary to obtain the maximum value for the selected metric.
3.1 Data Collection
To solve this problem, reviews of the eBay software product were taken from
the AppStore. The choice was based on the popularity of the software product,
and, accordingly, a huge number of reviews for training. But, obviously, the
solution to the problem applies to reviews of other products.
39,980 reviews were received on eBay in English. Each review consists of a title,
a review body, date of creation, username, rating on a five-point scale.
The key problem at this stage is the lack of labeled data, the inevitability of
manual labeling into certain categories. A sample of 2,000 reviews was tagged
for bug reports, feature requests, and non-descriptive reviews. These reviews
were selected at random from the entire set of reviews received (39,980) and are
representative of the entire sample. Each of the 2,000 reviews could fall into one
or more categories.

Examples of reviews:

1 "After new iPad replacement using restore it can't login or failure time out.
Just an ever spinning wheel of uselessness. Multiple reboots, deletes and
reinstalls are no help." (bug report).

2 “Everything works pretty good no real problems just wish I was able to see
my eBay bucks made per item. And total. " (request for functionality).

3 “Awesome App!!! On here all the time doing lots of shopping! Never had
one issue, well besides a couple of items not showing up” (uninformative
review).

The features of reviews for a software product are the average length of a review

(usually 3-5 sentences), frequent mistakes in words and punctuation, noisy text

with punctuation marks that make up emoticons, a large proportion of reviews

with a pronounced positive / negative emotional connotation.

After receiving feedback, we perform the following initial preprocessing of the

data:

1 We leave reviews written in English only.
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- the sample included reviews that were also written in Spanish, despite the

fact that the country from the review is listed as America.
2 Converting all letters to lowercase.
- as a rule, users writing reviews from mobile devices do not care about the
correct case and this information can be taken into account, but only after careful
analysis.
3.2 Evaluation Metrics
To assess the quality of the algorithms, we will use the area under the ROC
curve. This curve helps to assess the quality of the binary classification. The
ROC curve shows the dependence of the proportion of true positive
classifications on the proportion of false positive classifications when varying
the decision rule threshold (TPR (FPR)).
False Positive Rate (FPR):
iz1la(x;) = +1][y, = +1]

Zzll[yg = +1] (2)

TPR(a,X™) =

True Positive Rate (TPR):
FPR(C!,Xm) = Ei:l[a(xi) = +1][y{, =—1]

E?il[yf =—1] (3)

where a(x) is a classifier, X™ = (x1, X2, ..., xm) iS a sample of objects, (y1, y2, ...,

ym) are the correct answers corresponding to them.

This ROC curve is constructed as follows. Let it be required to divide the set X

into two classes: positive (+1) and negative (-1). Suppose that with the help of

the classifier a(x) we can somehow get the probability f(x) that the object x is

assigned to a positive class. Then the algorithm for calculating the ROC curve is

as follows:

1 We calculate the representatives of classes +1 and -1 in the sample: m- and
m + respectively.

2 Let us sort the objects (x¢, X2, ..., xm) in descending order of values f(x)

3 ROC curve start point: (FPRo, TPRo): = (0, 0)

The approximate result of the algorithm is shown in Figure 1:

Figure 1: AUC curve (TPR versus FPR) for 3 different algorithms.

True Positive rate (Sensitivity)

P il
0 20 40 60 80 100

False Positive rate (100-Specificity)

The method for assessing the quality of the classifier is the area under the
resulting ROC curve. Ranges from 0.5 (random classifier) to 1.0 (ideal classifier)
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(If the value is less than 0.5, this means that we actually designated -1 as a
positive class, and +1 as a negative one).
The advantage of the ROC curve is that it is invariant with respect to the
ratio of type I and type Il errors.
Also, the F-measure is often used, defined as:
Precisionx Recall
Precision+ Recall (4)

where Precision is the ratio of the number of correctly classified objects
of a positive class to the total number of positive objects from the classifier, and
Recall is the ratio of the number of correctly classified objects of a positive class
to the total number of positive objects.

To classify reviews by type: bug report, request for functionality, however,
this F-measure is not entirely indicative. This is due to the fact that in this task it
is more important for us to track as many error reports and functionality requests
as possible. That is, in this task Recall is more important for us than Precision.
In the F metric, we can introduce an additional factor showing the “importance”
of Recall relative to Precision. But for objective results, we do not do this, and
we will explicitly calculate Recall.

The area under the ROC curve is calculated, as a rule, for a binary
classifier. In the presence of several classes (error reports, functionality requests,
uninformative reviews), we train the algorithms for each of the mentioned
classes separately: the review belongs to class A - the review does not belong to
class A. Thus, for one dataset, we have 3 metric values for each of classes. Recall
metric is calculated in the same way. This can help us to further see some of the
features of the classification for each class.

4 Results and Discussion

The described algorithms were implemented in the Python programming
language. As a reminder, the study used a set of user reviews for an eBay product
from the AppStore. 1974 reviews were left in English, and categorized by class:

1 error reporting
2 requests for functionality
3 uninformative reviews

The ROC-AUC and Recall metrics were used to determine the quality of
the classifier. To find a more objective assessment of the quality of the classifier,
cross-validation in 3 parts was used.

F=2%

Table 1: Comparison of classifiers with different feedback preprocessing. NB -
Naive Bayesian classifier, SVM - support vector machine, word to vec (NN) -
application of a neural network to transform words into vectors with further use
of the KNN algorithm. The best indicator for this metric among all methods is
shown in bold.
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Metrics
Error reporting (ROC AUC) Bug reports (recall)
NB 0.827 0.732
NB, (4,10) -grams 0.867 0.839
NB, (4,10) - ' '- grams 0.855 0.826
NB, -stopwords 0.824 0.711
K% NB, -stopwords, + meta 0843 0.799
2 | features
g NB, tf-idf 0.555 0.107
NB, (4,10) -grams, - 0.837 0779
stopwords
SVM 0.781 0.583
SVM, (4,10) -grams 0.771 0.584
word to vec (NN) 0.665 0.392
Metrics
Functionality Requests (ROC | Functionality requests
AUC) (recall)
NB 0.739 0.537
NB, (4,10) -grams 0.774 0.622
NB, (4,10) - ' '- grams 0.759 0.603
NB, -stopwords 0.743 0.596
2 | NB, -stopwords, + meta 0.774 0636
2 | features
g NB, tf-idf 0.65 0.294
NB, (4,10) -grams, - 0803 0699
stopwords
SVM 0.677 0.381
SVM, (4,10) -grams 0.683 0.394
word to vec (NN) 0.671 0.449

Table 1 reflects the results of this experiment. For each of the considered
algorithms, a different preprocessing was applied. NB is a Naive Bayesian
classifier in words. NB, (4-10) -grams is a Naive Bayesian classifier, but n-grams
of characters were used instead of words. In experiments, n could vary from 2 to
14,

The best classification (ROC metric) for n from 4 to 10, which reflects the “(4-
10) -grams” record. Similarly, “(4-10) -'_'- grams” notation means using n-
grams, but taking into account the spaces between words in the form of
complementing n-grams on the right and left with ' '. The entry “+ meta features”
means the use of meta information from the review. Namely, the following meta
information was taken into account. 1) Information about the tenses of the verbs.
In each review, the number of past, present and future verbs was counted. The
resulting 3 numbers were normalized and added to the recall vector. 2) The
length of the revocation in terms of the number of characters of the original
revocation. 3) Each review from the AppStore is rated in the form of a number
of stars (from 1 to 5). This rating reflects the satisfaction of the reviewer with
the product.

As you can see from Table 1, overall, the classification quality of product feature
requests is lower than error reporting. This is mainly due to the small number of
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feature requests in the source data: only 10% of all reviews are requests for

product functionality, while bug reports are about 25% of the sample. Another

reason for this behavior may be related to the specificity of product functionality
requests, which are often a cross between bug reports and non-descriptive
reviews, reflecting the overall product rating. For example:

1 “Everything works pretty good no real problems just wish I was able to see
my eBay bucks made per item. And total. " This review should be attributed
to the request functionality, however, only “just wish” tells us this.

2 "PRICES IN THE ADVERTISING is so annoying and wrong. Every time |
see, for example, C $ 2.98 and US $ 2.25, | know that I'm supposed to pay
theu.s. Price but | keep getting charged the C price. | know I need to probably
take this up with PayPal, however, | just want to see the US Prices first and
just get charged that so | don't have to deal with Paypal on that end. PLEASE
CHANGE THIS! " Only a portion of this review applies to a product
functionality request. This feedback can be classified by the algorithm as both
a bug report and an uninformative feedback.

Also, it is interesting that with all the set of tunable parameters for the SVM

method, the support vector machine could not be better than the naive Bayesian

classifier.

Using n-grams instead of words in a review improves the classification. This

circumstance is connected with a large number of errors in reviews, and the use

of n-grams allows you to take into account errors in a review, counting only parts
of words.

Finally, based on the results of a literature review, it was found that this task can

be solved using machine learning methods. It was also found that the task of

classifying feedback on feature requests was more difficult for machine learning
methods than the task of classifying into error reports. It was found that the Naive

Bayesian classifier on n-grams performs better on the ROC AUC and Recall

metrics.

5 Conclusion

According to the research results, the best classifier is a Naive Bayesian
classifier in n-grams, taking into account meta information (length of the
response, verb tenses), an error processing module and based on the calculated
emotional coloring of the response.
Further work to improve the classifier can be related to taking into account the
numbers in the review. For example, there might be a correlation between the
presence of numbers in a review and its assignment to bug reports or feature
requests.
To implement the presented two-level model, it is also required to
experimentally investigate the effectiveness of the presented methods for
identifying groups of similar reviews and choose the best one.
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Future research work can be directed towards creating a common model based
on the Atlassian JIRA bug tracking system.

10
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