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PREDICTING COURSE GRADES OF STUDENTS’ ACADEMIC
PERFORMANCE USING THE LIGHTGBM REGRESSOR.

Abstract. In the modern world, using all available opportunities and
technologies, special attention should be paid to the development of the
education system of students, since education serves as the basis for the
development of the future generation. Nowadays, thanks to the use of available
Artificial Intelligence methods, it is possible to predict various events, anomalies
or other important things. With the help of machine learning, it is possible to
predict at an early stage of a student's education whether he will finish the course
successfully or not. In this study, it is proposed to predict the final score which
student will receive at the end of the course using a number of predictors as an
assessment for the first quiz and 3 types of tasks using the LightGBM regressor,
which is a high-performance algorithm with gradient boosting. The results of
using the LGBM regressor using GridSearchCV allowed to determine the best
settings of hyperparameters from three selected tree-like boosting methods:
'dart’, 'ghdt’, 'goss’. The GOSS method was determined to be the best of the three
methods listed with an estimate of R2 score in 0.81, which is 0.24 more than the
R2 score of the Linear Regression forecast of — (0.57).

Keywords: Machine learning, grades prediction, outliers’ identification,
LGBM Regressor, Linear Regression.

**k*

Anparna. Kazipri onemzae OapiblK KODKETIMII MYMKIHAIKTEp MeEH
TEXHOJIOTUSIIAp/Ibl KOJJIaHa OTBIPBIN, OKYUIBUIAPABIH OuTiM Oepy »KyieciH
JaMBITyFa €peKIlle Ha3ap ayaapy Kepek, oMTKeH1 OuTiM OoJamiak yprakThiH
namybIHa Heri3 Oomanel. Kasipri yakbITTa KOJDKETIMII KacaHAbl MHTEJUICKT
9/IiCTEPiH KOJIAHy apKbUTBI OPTYPIIi OKUFAIap/bl, aybITKyJIapIsl HeMece Oacka
MaHBI3ABl HOpcenepai Ooipkay MYMKiHAINT Oap. MalmHaIbIK  OKBITYIBIH
KOMETIMEH OKYIIBIHBIH KYPCTBI COTTI asKTaWTHIHBIH HEMece asKTaMaiTHIHBIH
epre ke3eH e omkayra 0onaabl. byl 3epTTey/ie OKyIIbIHBIH KypCThIH COHBIH/IA
alaThlH KOPBITHIHABI Oarackl OOJKaHAIbI, XKoHE TPAAMEHTTI OYCTUHT apKbLIbl
JKOFappl OHIMJII alropuT™M OoJbll TaObIaThIH lightgbm perpeccopbiHbIH
KeMeriMeH OipiHII BUKTOPHHA MEH TarchipMaiap bl 3 Typi OoibIHIIA Oaranay
peringe OipkaTap Ooipkaymibuiap apkbuibl ananabl. Gridsearchcv kemerimen
perpeccopabl KOJIJIaHy HOTHOKENIepl TaH aJIFaH YIII aFalThl OyCTHHT d/IICIHIH €H
YKaKCHl TUIIEpIIapaMeTp MapaMeTpiepiH aHbIKTayFa MYMKIHIIK OepeTiH Keneci
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omictemenep Oonbim Tabbumamel: 'dart’,'gbdt’,'goss’. GOSS omici GoiibiHIIA
mogaenbaid R2 kepcerkimn 0.81 kypaiiapl, cbi3bIKTBIK perpeccust R2 (0.57-mbr1)
Kypaiasl, o1 0.24 - Fa eiiiH sKoFapbl O0JIBIT TAOBUIATHIH TI3IMEITEH YIIT 9ICTIH
€H JKaKChl HYCKACHI OOJIBITT aHBIKTAJIIBI.

Tyiiin ce3ep: MammHanbIK OKBITY, Oarayiaybsl 00Kay, IIBIFAPBIHIBLIAP,IbI
anbikTay, LGBM perpeccopsl, CbI3bIKTBIK perpeccusi.

*k*k

AHHOTAanUA. B COBpEMEHHOM MHpE HCIOIB3YysSd BCE JOCTYIIHBIE
BO3MOXKHOCTH M TEXHOJOTMH 0CO00€ BHHMAaHHE CTOHMT YHENATh Pa3BUTHIO
cHCTeMbl 00pa30BaHMs y4allUXCs, TaKk Kak 0Opa3oBaHME CIYXHT OCHOBOM
pa3BuTHUs Oynymiero moxoseHus. B Hamie Bpems, Oiaromapsi UCIOJIB30BaHUIO
JOCTYNHBIX MeTonoB MckyccTtBeHHOro MHTEmIekta ecTb BO3MOXKHOCTh
Npe/ICKa3aHusl Pa3IMYHbIX COOBITHH, aHOMAJIHMH WM JPYTUX BaXKHBIX BEIICH.
[Tpy moMomM MamMHHOTO OOYYEHUs, MOKHO MPEJCKa3aTh HAa paHHEH CTaauu
00y4eHUs] CTYAEHTOM OKOHYUT JHM OH KypC YCIIEIIHO WM HeT. B nmanHOM
UCCIICIOBAaHUHU TIPE/ICKA3bIBACTCSI HTOTOBAsI OIICHKA, KOTOPYIO YYEHUK IOITyYUT
B OKOHYaHHMHU Kypca HCIIONB3Yys PsAI MPEJUKTOPOB KaK OIEHKA IO IIEePBOM
BUKTOpHHE ¥ 3 BHIaM 3aaanuii mpu nomonu LightGBM perpeccopa, koTopsiit
SIBJISIETCSI BBICOKOTIPOU3BOIUTEIBHBIM aJITOPUTMOM C TPaIUCHTHBIM OYCTHHIOM.
PesynbpraThl  Wcmonb3oBaHUs  perpeccopa ¢ momorbio  GridSearchCV
NO3BOJIMIIM OIpPENeNIUTh Haubosee Jydlllie HACTPOMKH TumeprnapaMeTpoB M3
TpeX BBIOpaHHBIX JPEBOBHIHBIX OYCTHHIOBBIX MeTon0B - ‘dart’,'gbdt','goss'.
Meton GOSS 611 omperneneH Ty4IIUM U3 TPeX MEPEYHUCICHHBIX METOJOB C
ouenkoil R2=0.81, uro Ha 0.24 Gonwiie ouenku R2 JluneitHoit Perpeccun —
(0.57).

KiioueBble cjioBa: MamumHHOE 00ydeHHE, IIPOTHO3 OLIEHOK, OINpEe/eIeHne
BbIOpocoB, LGBM Perpeccus, JIuneitnas Perpeccust.

I. Introduction

In the age of technology, we have at hand many opportunities to improve
everything around us, perfect existing systems or create new ones. All this can
allow us the world of Artificial Intelligence, which is simply unlimited and has
a lot of useful opportunities for the development of learning systems and for
other aspects of life. The education system in the age of accessible technologies
should help both students and teachers to respond to any gaps or shortcomings
in the learning process of students. Machine learning algorithms can allow detect
which students need the help of a teacher. For example, whether the student will
pass the course successfully or what final grade the student will receive at an
early stage of training in order to help the student and the teacher determine
which students need to be helped the most. In this study, a number of
experiments are carried out on the available real data collected by scientists from
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the North American University in March 2020 [6] to determine the final grade
that the student will receive during the graduation of the subject. In their study
[6], authors clustered students into 2 groups of students who need help in
learning using the K-means clustering algorithm. To do this, the authors
collected 12 predictors such as the time of passing various tasks, grades and the
number of posts and content read on the online learning platform. In contrast to
this study, the authors analyzed one of 2 groups of students who need help in
learning process, while in this study, the assessment of the course is predicted
using an effective method with the method of gradient boosting.

With the help of available Machine Learning algorithms, we can predict the
final assessment of a student's course at an earlier stage of student training, which
can help increase the student's learning performance not at the end of training
when the student will not be able to change his situation, but in the middle of his
training. Earlier, scientists in their study [7] revealed that the notification system
whether a student completes the course successfully or not was able to increase
the performance of the course by 23%.

Nowadays, it is very important to focus on increasing the motivation of
students in their studies, since many courses at universities, colleges or other
training events have switched from an offline format to an online one. This can
negatively affect the level of motivation for learning, so predicting the course
assessment can be a good incentive to maintain the effectiveness of education.
In this study, before training the data by the machine learning algorithms, the
collected data were analyzed to obtain a higher accuracy of predicting the course
assessment.

The analysis of the collected data (more information in the subheading "Data
description and preprocessing”) showed that the data have outliers that may
prevent us from achieving a good prediction result.

Thanks to the use of ready-made function - np.where() in the NumPy library,
all founded outliers in the data were replaced with an average values. In addition
to analyzing and processing data, an important step in predicting student grades
is to identify the significance of the available predictors in the data. To identify
significant predictors, the study used a table of ordinary least squares (OLS),
where there is a p-score near each predictor, which indicates the significance of
the predictor. If this value is more than 0.05 [10], the predictor is not a significant
(dependent) predictor, and vice versa, if it is less than this value, the predictor is
a significant predictor. As a result of the resulting OLS summary table, it was
revealed that all predictors are dependent on the prediction score, since their p-
value was close to 0, which explains the significance of the predictors [10].

In this study, two methods of predicting estimates were used: Linear
Regression and LightGBM Regressor. Experiments (in the Results section) show
that the regression of LGBM using the boosting — “GOSS” method largely
exceeds the level of accurate prediction of Linear Regression. LGBM is a very
effective method [11] that can be used to predict numerical values, including
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predicting student grades. This is a regressor that is based on decision trees and
has various boosting methods for increasing the gradient.

[1. Literature review

In their study [1], authors used three different methods of ensemble learning
as the LGBM gradient enhancement method, the random forest (RF) and the
extreme gradient enhancement method (XGB), which learns to predict the target
value based on estimates of simpler models. Using the combined method of the
three collected classifiers allowed scientists to three classes of academic
performance of students predict with 97% accuracy of the model, where class A
includes students with a high level of academic performance, class B includes
students with a lower level and the last class C [1] includes students with a low
level of academic performance. This method, assembled from three classifiers,
was used before the end of the training course at the University of Saudi Arabia
(Umm al-Qura), which helped to increase the level of students to 98%, where
the proportion of students from class C decreased from 12% to 1%, which is a
positive impact of the use of an effective method of three classifiers [1].

Earlier, the researcher Mahesh Gadhavi in his research [2] uses two grades on
internal exams to predict the final grade that a student will receive at the end of
the course. In his work, the scientist used the Linear Regression method to
predict the final score, however, in order to determine the final score, two
intermediate scores are used as a variable that are converted from the original
form (score A, B, C, and D) to a non-numeric format (percentage format) for the
accuracy of the final score. To determine the final grade for the course, only one
average value is taken from the two grades used as a predictor variable. The
researcher notes that in order to obtain a more accurate prediction estimate, the
input data were normalized to 100% [2] in order to get the correct final estimate.
This solution of obtaining a final grade [2] based on the results of two
intermediate grades was used at the Chandaben Mohan Bhai Patel Institute of
Computer application, where to obtain a final grade for the course, a student
must pass two internal exams for the course, which is used as one average value
as a predictor variable.

Later in their work [3], scientists used the results of Linear regression
prediction errors as the input layer of a Neural model consisting of an input layer
(36), an output layer (1) and a hidden layer (1). A hybrid model based on Linear
Regression and a Neural Network algorithm was trained on 70% of students and
on the remaining 30% of student’s hybrid model was trained. The hybrid model
was trained from 35 selected significant predictor variables [3], which showed a
strong correlation between the predictor data and the predicted estimate. As a
result of the study, the hybrid model showed a coefficient of determination R2=1
[3], with precise variable predictors significantly affecting the final grade, which
include not only the grades received during the course, but also the number of
hours spent studying the subject, experience in various computer programs,
spending time on homework, and so on.
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To determine the success of the course [4] and increase the level of motivation
of engineering students, scientists from the University of Chicago have
identified the 3 most popular courses where students receive the lowest grades
and subsequently students drop out or change their specialty or college. The first
year is Mathematics, the second year is Programming and the third year is
Physics [4], the data of which were used by researchers to determine the
academic performance of students. As a result, scientists have proposed an
effective Bayesian model that differs in high performance from a simple
Bayesian model. In addition to academic performance as a preliminary exam
score, the researchers used demographic data of students, which are statistically
significant predictors for the model [4].

In the study [5], scientists found out that one of the most effective methods for
predicting course grades is the SVM vector machine of all three machine
learning algorithms used as the Naive Bayes method, KNN, SVM. The authors
note the superiority in using the support vector machine in that with it we can
get a more optimal classifier for different types of classes, since it creates 10
different classifiers and selects the most optimal of all available ones. The
authors note that for KNN algorithms and the Naive Bayes method [5], the final
evaluation of the model is predicted to be the same as it was received earlier,
although in real life the opposite happens and students may end up with a much
higher or lower score than they received earlier. The SVM method coped well
with this phenomenon [5] compared to other algorithms.

I11. Methodology

I11.1 Data description and preprocessing.

In the study, the following predictors collected by scientists from North
American
University [6] were used as data for predicting the assessment:

Quiz assessment
Assignment 1 assessment
Midterm assessment
Assignment 2 assessment
Assignment 3 assessment
The collected data contains 486 rows with 8 columns of data about each

student with grades of various tasks (quizzes), including student id, final score
and the group to which the student belongs. Grades are presented in numerical
int64 format, 3 groups as “Good”, “Satisfactory”, “Unsatisfactory” denoting
academic performance on the course is the type of object. After analyzing the
collected data, it was revealed that there is a negative data asymmetry for all
three estimates of tasks, as we can see in the figures (1-3), the peak of the data
distribution falls on the data distribution to the left, with a negative skew value.

Comparing the grades for the three types of completed tasks: Assignment 1
assessment, Assignment 2 assessment, Assignment 3 assessment we can say that
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if a student receives a high grade for one of the assignments, then to a greater
extent he receives a good grade for the other two assignments (Figure 4).
However, as we can see from figure 4, there are cases when a student
receives a high grade on one assignment, but has a low grade on another
assignment. As in the example in figure 4, we see how the student received a
high score on assignment 2 - (>80%) and a low score on assignment 1 — 0%.
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Figure 1. Distribution of data by predictor ‘Assignment 1 assessment’
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Figure 2. Distribution of data by predictor ‘Assignment 2 assessment’
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Figure 3. Distribution of data by predictor ‘Assignment 3 assessment’



SDU Bulletin: Natural and Technical Sciences. 2023/1 (62)

100 A

8

8

Assinment01 [8])

100 A

Assinment02 [12]
8 8

8

o

100 A

Assinment03 [25]
8 & 8 8

o
40

<

°

0 50 00 0 50 100 0 50 100
Assinment01 [8] Assinment02 [12] Assinment03 [25]

Figure 4. Pair plot distribution of 3 predictors from data

After analyzing the distribution of data from the three tasks in the data, an
analysis of outliers in the data was carried out. Outliers are points or values in
the data that differ significantly from the main distribution of the available data.
For each of the selected predictors, the values of outliers in the data were
determined using the well-known statistical method IQR - interquartile range,
which calculates the range of emissions selected using the method — quantile ().
It finds the 25th and 75th percentile of the available data [8], and then finds the
difference between them, which represents outliers in the data that negatively
affect the estimation of the coefficient of determination of the forecast [9].
Before finding out which predictors have hidden outliers that negatively affect
the training of the model, you can easily determine using the ready-made
describe() function, where we see the minimum, average and maximum values
for each of the predictors. Thus, it was revealed that there are outliers in each of
the available predictors for the forecast (Figures 5-8). To illustrate the outliers in
the data, two types of graphs were used as a diagram with boxes and whiskers, a
histogram. In the first type of diagram (figures 5-7), we see points in the graphs
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that are our outliers since they are not included in the main data range. In the
second form of the diagram (figure 8), we see single outliers on the left side of
the diagram, which mean outliers in this predictor.

111.2 Proposed method

Before starting data training, work was done with outliers in the data, since
the impact of outliers on training is large and can negatively affect the
assessment of the coefficient of determination of the model, also work with
outliers was done before scaling the data using the - StandardScaler function.
Detecting in the dataset outliers was determined using the interquartile range Q1
which calculates values below which 25% of data points are located and Q3 -
calculates all values below which 75% of data points are located [8]. Then, to
find outliers, the difference between the values found is calculated from Q3 and
Q1. After setting the formula for calculating outliers in the data, the following
logic was used to work with outliers [9], namely, to begin with, all the found
outlier points in the data were replaced with missing values using the specified
formula (as if these values were not in the data set) and then these empty values
were replaced with average values for each of the predictors: Quiz, Assessment
1-3, Midterm results:

1. Determination of values above/below the calculated difference between

the 25 and 75 quantile of data.

2. Replacing the average value of each of the predictors.

Comparing the distribution of data after working with emissions before the
introduction of working with outliers, the maximum and minimum values
differed significantly from the average for every predictor in the data, however,
after the introduction of the function of finding and replacing outliers, the
maximum and minimum values did not differ significantly from the average for
each of the predictors. Further, after identifying outliers and replacing them with
average values, the StandardScaler data scaling method was used, which allows
you to normalize the data and bring them into one range from the minimum to
the maximum ranges from data. Having applied the necessary measures with
data processing and preparation before starting data testing, the set was divided
into training and test data sets with 33% of the test set and random_state = 1.
The value of the prediction in the data is the final grade that the student will
receive at the end of the course, the other factors were used as predictors to
determine the final grade.

Applying Linear Regression with the obtained low coefficient of
determination (R2 score), a boosting algorithm — LGBM [11] with an increase
in the gradient was applied, with three known types of parameters:

e GOSS

e GBDT

e DART

In order to determine the best of the three parameters, the method of searching
for optimal hyperameters as GridSearchCV [13] was used. The method of
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searching for optimal parameter values showed that the GOSS type [12] is the
best type, which is the best indicator of all three selected types of gradient
increase. To visually see the best results obtained after applying the search for
optimal parameters, the method was used .cv_results_ which returns the results
obtained from the conducted search for optimal parameters using GridSearchCV
[13]. By applying the GOSS boosting method [12] to the model, the best results
were obtained in predicting student grades using all predictors.

IV. Results

In total, 34 outliers were identified in the data, which were replaced by the
average values of the predictors. From the graph (5-8), there are outliers in the
data, which have been replaced with the average value in each of the predictor.

Figure 5. Outliers identification for ‘Assignment 3 assessment’ indicator

AssinmentD2 [12]
o

Figure 6. Outliers identification for ‘Assignment 2 assessment’ indicator
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Figure 7. Outliers identification for ‘Quiz assessment’ indicator
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Figure 8. Outliers identification for ‘Assignment 1 assessment’ indicator

In this research, two models were used to predict the final grade that a student
receives at the end of training. The results of the first model, Linear Regression,
showed that it was necessary to improve the model or use another model, since
the R2 score of the model was = 0.57, which is a very low indicator for the
forecast.
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From the resulting summary table after applying Linear Regression (figure 9),
the p-value for each of the available predictors explains the significance or
influence of the predictor on the variable of the result (final assessment) for the
subject. For each of the predictors, all the variables are statistically significant,
since their p-value values are less than 0.05 [10], which shows how much the
variables affect the final grade on the subject. In this case, all predictors are
significant and were used in the subsequent training of the model.

OLS Regression Results

Dep. Variable: Course Grade  R-squared: 8.575
Model: OLS  Adj. R-squared: 8.571
Method: Least Sguares  F-statistic: 129.9
Date: Sun, 18 Mar 2823 Prob (F-statistic): 7.58e-87
Time: 16:46:38  Log-Likelihood: -1658.2
Mo. Observations: 486  AIC: 3328.
Df Residuals: 488  BIC: 3353.
Df Model: 5
Covariance Type: nonrobust

coef std err t P>t [e.825 8.975]
const -23.5358 4.833 -5.B88 B.86e -32.638 -14.432
Quizel [1e] 8.1735 B.839 4.484 B.8a8e @.097 B.258
Assinmentel [8] 8.8942 B.834 2.784 B.8a86 8.e28 8.161
Midterm Exam [28] 8.4931 B.837 13.4432 B.86e @.425 B8.571
Assinmente2 [12] 8.2151 B.846 4.674 B.8a8e 8.125 B.306
Assinmente3 [25] 8.3254 B.85e 6.582 B.e6e 8.227 B.424
Omnibus: 428.526 Durbin-Watson: 2.185
Prob(Omnibus): 8.88a8 Jargue-Bera (JB): 18398.3598
Skew: -3.785  Prob(JB): 8.08
Kurtosis: 24,415  Cond. MNo. 2.47e+03

Figure 9. OLS Regression Result after Linear Regression training

After applying the effective gradient enhancement method — LGBM [11], three
different parameters of the boosting model were tested as: GOSS, DART and
GBDT [12]. Of the three selected boosting methods, the best indicator fell on the
first type - GOSS, which was determined using the method of searching for
optimal parameters — GridSearchCV [13] with the highest indicator of the mean
test score, which is the average of the test results trained and tested for each test
combination from cv_results _.

Using the GOSS method made it possible to increase the R2 score of the
model estimation forecast by 0.24 (for more information, see Table 1).
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Table 1. Regression Algorithms Results

Name R2 MAE MSE MAPE Estimation of variance
Linear Regression 0.52 4.93 78.47 3.69 0.52

LGBM Regressor 0.81 4.06 33.57 3.07 0.81

(GOSS)

Astusl vs Predicted Values for Grades Result Actual vs Predicted Values for Grades Result

0005 0005

0000

Figure 10. Actual and Predicted Values after usage Linear Regression (left side) and after LGBM
Regressor (GOSS) (right side)

As you can see in Figure 10 on the left side, after using Linear Regression with
a R2 score of up to 0.57, we get more error between the actual data and those
that are received at the output after the forecast. On the other right side, the figure
shows the results of comparing current and predicted data after using the LGBM
regressor with R2= 0.81. After using the best of the three types of regressor -
GOSS, the standard error decreased from 78 to 33, which is an effective method
for determining student grades.

V. Conclusion

This study is devoted to one of the most important things at the moment - the
development of the future generation, namely the prediction of student academic
performance for some cources. The study used predictors such as: Quiz
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assessment, 1-3 Assignment assessment and Midterm results and can predict
before completion of the course which final grade student receive at the end.

Before using models to predict student grades, all predictors were analyzed,
which showed that all predictors are statistically significant and the data also
contains 486 outlier points. Using the method of finding outliers — IQR [8], 25
quantiles and 75 quantiles were determined, which served as the beginning in
the search for outliers. After finding all the outliers, the search function was used
.where() with which outliers were found, followed by replacing them with the
average value in each of the predictors. Finding outliers allowed us to correctly
apply the method - StandardScaler of normalization and standardization of data,
which allows to scale data into one range.

After processing and analyzing the data, the Linear Regression algorithm
would be applied in the study, which is a classic option for the task of predicting
a numerical value rather than a class. The Linear Regression algorithm showed
a very low R2 score=0.57 with a large root-mean-square error of 78. Further, to
increase the prediction level, one of the most effective boosting methods for
increasing the gradient was used - a LGBM regressor with the necessary
hyperparameters determined by searching for optimal parameters —
GridSearchCV [13]. This algorithm made it possible to increase the estimate of
the model's R2 score and reduce the root-mean-square error from 78 to 33.

As you can see in figure 11, the best results between the actual and predicted
data was obtained after using a gradient enhancement regressor (LGBM) with
the GOSS boosting type.

Actual score vs Predicted score Actual score vs Predicted score

Predicted score
Predicted score

Final Score Final Score

Figure 11. Actual and Predicted Values after usage Linear Regression (left side) and after LGBM
Regressor (GOSS) (right side)
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