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Abstract. In this work, we explored sentiment analysis techniques of
texts using the example of product comments in the Kazakh language. To do
this, we used machine learning methods such as Naive Bayes, Random Forest,
Logistic Regression and Support Vector Machine, as well as text processing
tools: CountVectorizer and TfidfVectorizer. In the process of work,
experiments were carried out with different configurations of models and
parameters of vectorizers. To assess the quality of the models, we used
accuracy, precision, recall and F1-score metrics. The research findings
indicated that the application of machine learning techniques make it possible
to achieve high accuracy in sentiment analysis of comments. The best results
were obtained using the Support Vector Machine and TfidfVectorizer. This
study can be used to further improve the systems for sentiment analysis of
comments in the Kazakh language, which can be useful in monitoring public
opinion in various areas, including business.
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**k*k

Anparna. by xxymbicTa 0i3 Ka3ak TUTIHACT1 eHIMIEpre TYCIHIKTeMelep
MBICAJIBIHJIa MOTIHJASPIIH KOHUI-KYHIH Tajagay oaictepid 3eprremik. Ol yuriH
613 Naive Bayes, Random Forest, Logistic Regression >xone Support Vector
Machine CUSKTBI MalIMHATBIK OKBITY OMICTEpiH, COHAAW-aK MOTIHII OHJIEY
KypangapeiH Konmannaelk: CountVectorizer xone TfidfVectorizer. XKymbic
OappICbIHAA  MOJENBACPAIH  OPTYpiai  KOH(QUTypalusuiappIMeH  JKOHE
BEKTOPHU3aTOPJIAPABIH napameTpiepiMeH ToXipubenep KYPTi3UIAL
MonenbaepaiH canacelH Oaranay yiriH 0i3 accuracy, precision, recall sxone F1-
score KOPCETKIMITEpiH KONJIAHABIK. 3epTTEy HOTHKECIH/IE MAIIHHAIBIK OKBITY
ozicTepi TYCIHIKTEMENep/iH KOHUI-KYHIH Tajjayna >KOFapbl JQJIIKKE KOJ
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KETKi3yre MYMKIiHIIK OepeTiHi aHbIKTanabl. EH Kakcel HOTIKenep Support
Vector Machine men TfidfVectorizer keMeriMeH anbiHbl. Byi1 3epTTey i Ka3ak
TUTIHZAET] TIKIpJAEpAiH KOHUI-KYHIH Tanaay >KyHelnepiH oJaH opi >KEeTUIIipy
YIIiH naiigananyra 0osaabl, OV opTYpJIl cajanap/ia, COHBIH IIIiHAC OU3HECTe
KOFaMJIBIK TIKipai OaKplIay1a maiaansl 00Jybl MYMKIH.

Tyiiin ce3aep: Kasak Tini, keHUI-Kyiai Tangay, Naive Bayes, Random
Forest, Support Vector Machine, Logistic Regression, Scikit-learn.

*k*k

AHHoTanus. B naHHON paboTe MBI HCClIeAOBaIM NpPUEMbl aHaln3a
TOHAJIBHOCTH TEKCTOB Ha MpHMEpPEe KOMMEHTapHeB K TOBapaM Ha Ka3aXxCKOM
si3bIke. JIJist 5TOro MBI MCIIOJIB30BAIM METOJbl MAITMHHOTO OOYYEHHs, Takue
kak HawmBubiii baitec, Cnyuaiinbeiii nec, Jloructuueckas perpeccuss u Meron
ONOPHBIX  BEKTOPOB, a TakKe HWHCTPYMEHTHI 00pabOTKHM  TEeKCTa:
CountVectorizer u TfidfVectorizer. B mporecce paboThl HPOBOJUIUCH
SKCIICPUMEHTBI C Pa3IMYHBIMH KOH(DHUTYpaIlsMu MoOJelied M IapaMeTpaMu
BEKTOPHU3aTOPOB. JIJIsi OIEHKM KadecTBa MOJEJICH MBI MCIOJIb30BAIM METPUKH
accuracy, precision, recall u Fl-score. B pesymnbrare wncciemoBaHusi OBLIO
BBISIBJICHO, YTO METObl MAITMHHOTO OOYYECHUS TIO3BOJISIFOT IOOUTHCST BBICOKOM
TOYHOCTH aHaJlu3a TOHAJIBHOCTH KOMMEHTapueB. Hawmmydrnme pe3ynbTaThbl
OBLTM  TOJYYEHBI C HCIOJB30BaHMEM METO OIMOPHBIX BEKTOPOB, H
TfidfVectorizer. Jlannoe wuccieqoBaHHE MOXET OBITh MCIIOJIB30BAHO IS
TAIBHEHIIETO  COBEPIICHCTBOBAHUS  CHCTEM  aHalM3a  TOHAJIBHOCTH
KOMMCHTApHEB Ha Ka3aXCKOM SI3bIKE, YTO MOXKET OBITh IIOJIC3HO TIPH
MOHHUTOPHHTE OOIIECTBEHHOTO MHEHHSI B PAa3JIMYHBIX cepax, B TOM YUCIIE U B
OousHece.

KiaroueBble ciaoBa: AHanu3 ToHainbHOCTH, Kazaxckuii a3pik, HanBHBIN
baiiec, Cnyualinblii sec, Meroa ONOPHBIX BEKTOpPOB, Jlorucrtuueckas
perpeccus, Scikit-learn.

I.  Introduction

In the modern world, a huge amount of information is stored and
transmitted in text form. Extracting meaningful information from this amount
of data is an important task that can be solved with the help of sentiment
analysis of texts. Text sentiment analysis is the process of determining the
emotional coloring of a text, which can be positive and negative. Such analysis
can be wuseful in many areas such as marketing, social research,
recommendation systems, and more. Various machine learning methods such
as Naive Bayes, SVM, Random Forest and Logistic Regression are used to
solve the text sentiment analysis problem. In this paper, we analyze the results
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of applying these models to sentiment analysis of texts and compare their
effectiveness.

In this research, we will observe different machine learning models and
algorithms to understand how they work and what factors can affect their
performance. For our experiments, we use two datasets in Kazakh language: a
training set of 209 comments and a test set of 100 comments. We will review
the basic principles of how classification models work and run experiments to
analyze their performance on our dataset. Our goal is to understand how to
choose the best model for a classification problem in Kazakh language and
how to optimize its performance.

Il.  Literature review

Sentiment analysis is mainly used in recommendation systems. May
find good examples and practices of using sentiment analysis in papers about
recommendation systems.

The paper [4] describes a method that uses sentiment analysis to
recommend products and services based on user feedback. The authors propose
a recommendation system that uses machine learning techniques such as
sentiment analysis to detect user sentiment and determine how satisfied the
user is with a product or service. Based on this analysis, the system
recommends products and services that are most suitable for a particular user.
The article also describes the use of sentiment analysis methods, such as
classification and sentiment analysis methods, to detect the sentiment of
reviews. Next, the authors describe how these methods are used to create
machine learning models that can be used to recommend products and services.
In general, the article presents a new method for creating recommendation
systems based on sentiment analysis of user reviews. The authors argue that
this approach can be useful for companies looking to improve their referral
systems and increase customer satisfaction. In the next paper [5] proposes a
book recommendation system that incorporates sentiment analysis to predict
users' preferences. The authors collected data on users' book ratings and
reviews from Goodreads, a popular social networking site for book lovers.
They then performed sentiment analysis on the reviews to determine the users'
emotional reactions to the books. The system uses a hybrid approach that
combines content-based filtering and collaborative filtering to generate
recommendations. The content-based filtering method uses the sentiment
analysis results to calculate the similarity between books, while the
collaborative filtering method makes use of the ratings given by similar users
to generate recommendations. The authors evaluated the proposed system
using a dataset of book reviews and ratings and compared it with other
recommendation algorithms. The results showed that the proposed system
outperformed the other algorithms in terms of recommendation accuracy.
Overall, the proposed book recommendation system represents a contribution
to the growing body of literature on sentiment-based recommendation systems
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and provides insights into how sentiment analysis can be incorporated into the
book recommendation process.
1. Method and Materials

Classification models are machine learning algorithms that are trained
on labeled data to determine the class to which an object belongs. In
classification problems, we have a data set, each element of which has its own
class [10]. The task of a classification model is to learn how to classify new
data based on the knowledge obtained from the training dataset. In our cases,
classify reviews as positive or negative, and in some cases as neutral.

There are many different classification models [10][12], each with its
own strengths and weaknesses depending on the problem to be solved. In our
work, we will explore the Logistic Regression, Naive Bayes, Support Vector
Machine and Random Forest models.

Logistic regression is a model that uses a linear combination of features
to predict the likelihood of an object being assigned to a particular class.
Logistic regression is a simple and fast model that is often used for binary
classification problems.

Naive Bayes is a statistical model that is based on Bayes' theorem and
assumes that each feature is independent of the others. This model is very fast
and efficient, especially when dealing with large amounts of data.

Support Vector Machine (SVM) is a model that finds the optimal
hyperplane to separate two classes in a multidimensional feature space. [10]
SVM can handle data with many features and is an efficient model for
classification problems with non-linear decision boundary.

Random forest is a model that builds many decision trees and combines
their results to make more accurate predictions. Random Forest is a powerful
and flexible algorithm that can handle large amounts of data and is noise
tolerant.

In the comparison of models part, we will describe each model, their
advantages and disadvantages for our study.

Data description. [8] Our experiment begins with data collection. To
collect data, we used different methods, such as asking the opinion of
acquaintances about books, films and music. We also used different platforms,
such as a telegram bot that generated comments in the Kazakh language and
collected data in online stores as a Kaspi of product reviews. So we collected
309 comments and used 209 for training the models and 100 for the test. Then,
when our data was ready, we labeled each comment as positive (+) and
negative (-), then removed punctuation marks and lowercase all comments and
prepared these data for the experiment.

Data preprocessing. The vectorization method TfidfVectorizer() from
the Scikit-learn library was used for preprocessing. TfidfVectorizer() is a
feature extraction method for text data. It is used to transform a collection of
documents (for example, a corpus of texts) into a feature matrix, where each
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document is represented as a vector of numbers. For three models SVM,
Random Forest and Logistic regression used this method and for Naive Bayes
model used CountVectorizer() method from the Scikit-learn library which
takes into account only the frequency of occurrence of words in each comment.
TfidfVectorizer() takes the following steps:

o Tokenization: splitting text into separate words (tokens).

o Stopword Removal: Removing common words that don't carry

much meaning, such as "a", "an", "the", etc.

o Vectorization: converting text into a vector of numbers.
TfidfVectorizer() uses the TF-IDF (term frequency—inverse document
frequency) method, which takes into account the frequency of occurrence of a
word in a document and the overall frequency of occurrence of a word in a
collection of documents.

TF-1DF takes into account the fact that words that appear frequently in
each document may not be of great importance for classification, while rare
words that occur only in some documents may be of great importance.
Applying TfidfVectorizer() to text data allows to take into account the
importance of words in classification and improve the accuracy of the model.

To train classification models, the Scikit-learn library was used, which
provides many tools for machine learning, including text data classification.
Scikit-learn also provides many other classification models and data science
tools, making it one of the most popular libraries for machine learning and data
analysis in the scientific community. To train the models, we first splitted the
data into train and test. Then we trained each model using the SVC,
RandomForestClassifier, LogisticRegression and MultinomialNB methods
from the Scikit-learn library.

Evaluation. The next stage of our study was to evaluate the performance
of the algorithm. We used several metrics to measure the quality of the model:
accuracy, precision, recall, and F1-score.

e Accuracy - a metric that measures the proportion of correctly classified
objects from the total number of objects.

e Precision is a performance metric that calculates the ratio of correctly
predicted positive instances to the total instances predicted as positive.

e Recall it is a metric that measures the proportion of correctly identified
positive cases among all actual positive cases.

e Fl-score is a commonly used metric in cases where the classes are
imbalanced. It is calculated as the harmonic mean of precision and
recall.

All these metrics calculated using the accuracy_score, precision_score,
recall_score and f1_score functions from the scikit-learn library.

IV.  Discussion and Results

The results showed that the SVM model performed best across all
metrics (accuracy, recall, F1-measure, and accuracy), reaching an accuracy of
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93%. This is because the SVM is a more complex model capable of dealing
with non-linear class boundaries. Logistic regression and Naive Bayes also
gave good results, but slightly outperformed by SVM. Logistic regression gave
an accuracy of 88%, and Naive Bayes also gave 88%. On the other hand, the
Random Forest model showed the lowest accuracy - 83%, which may be due to
the fact that this model does not work very well with text data and requires a
large number of trees to achieve good results. So, we can conclude that the
SVM model is the most effective for classifying text data in a given data set,
but it is also worth considering the features of each model and the context of
use. But our experiment did not end with these results, to test the models we
asked two people for their opinion. What category are test comments classified
as positive or negative and compared the results of the models with the
opinions of people.

Table 1. Comparing the accuracy of various machine learning algorithms

Algorithm accuracy precision recall F1-score
SVM 93% 93% 96% 94%
Random Forest 83% 81% 92% 86%
Logistic 88% 85% 96% 90%
regression
Naive Bayes 88% 95% 83% 88%

For addition, we have created a histogram to study the comparative
frequency of the use of words in positive and negative comments. The more
words in the comment, the higher the column on the histogram. In many cases,
positive comments are more likely to contain fewer words than negative
comments. Because users describe every moment that they don't like. If they
like the content or product, then just briefly leave reviews. But in our case, you
can see that positive comments contain more words than negative comments.
This suggests that users who leave positive comments tend to be more verbose
and provide more detailed feedback than those who leave negative comments.
This finding may have implications for how we analyze and interpret user
feedback in the future, as it suggests that positive comments may require more
attention and analysis to fully understand and address user needs and
preferences.

10
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Figure 1. Histogram showing the amount of words in positive and
negative comments.
V. Conclusion

In this study, four classification models - Logistic regression, Naive
Bayes, Random Forest and SVM - were analyzed on a dataset consisting of
comments. Accuracy, recall, Fl-measure and accuracy were used as
performance metrics. The results showed that the SVM model gave the best
results across all metrics, which is due to its ability to work with non-linear
class boundaries. Logistic regression and Naive Bayes also showed good
results, but slightly outperformed by SVM. The Random Forest model showed
the lowest accuracy, which may be due to its limitations in working with text
data.

Thus, depending on the task, it is possible to use different classification
models for working with text data. However, in this case, the SVM model
showed the best results for all metrics. But when we compared the results of
the models with human opinions there were some differences. The SVM model
indicated some comments as negative but according to people they are positive,
also some comments were indicated by the model as negative but according to
people these are positive comments. Since there were good results in the SVM
and Naive Bayes models, we compared them. The Naive Bayes fit more well
with people's opinions. In the course of the study, when comparing people's
opinions about comments with the results of models, people found it difficult
to classify as positive or negative because some comments are similar to
neutral. Since we don't have a lot of data, we rarely see such comments. But for

11



SDU Bulletin: Natural and Technical Sciences. 2023/2 (63)

future work, we can collect neutral comments and add them to our data, then
train them too.

In general, the use of the Scikit-learn library in combination with the
TfidfVectorizer text vectorization method allows to process text data and train
classification models with high accuracy and efficiency.

It is also worth noting that our study was conducted on comments in the
Kazakh language in order to determine their emotional coloring, which is
associated with the task of sentiment analysis. In recent years, with the growth
in the number of generated texts on the Internet, sentiment analysis has become
an important task in the field of machine learning, as it allows to automatically
determine the attitude of people to certain objects or phenomena. The use of
machine learning methods for the analysis of the Kazakh language can greatly
simplify and speed up the process of processing large amounts of text data in
this language. Thus, the results of our study can be useful for further
development and improvement of models for the classification and analysis of
texts in the Kazakh language.
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